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1. **INTRODUCTION (10 PT)**

There have been many different approaches and problems in scientific studies of wind energy ([1], [2], [3]. According to several previous researchers [4], [5] Weibull and others have done many presentations of wind speed parameters, but in general, not many have done a mathematical modeling approach to wind speed. Wind characteristics are analyzed in depth to improve the performance of electricity production in certain locations [6], [7], but there is a weakness that has not been obtained for modeling wind speed, if one day the expected data not obtained and this can hamper the process of assessment of the wind energy potential.

One ARIMA (Autoregressive Integrated Moving Average) model has been used frequently in recent decades to model wind speed and wind power variation over large intervals, usually on the order of one hour [8]. In the energy market, in terms of investment strategies, modeling wind generation output is very important [9], including variations in energy demand [10], and monthly variations in wind power [11]. ARIMA models are used to describe fluctuations, on a shorter time scale of about 10 minutes [12], and this model has the advantage of the computational cost, as well as on simple repetitive procedure [13]. The artificial neural network model, uses a model of the learning process through a series of previous measurements and has also been applied to predict wind speed [14]. Several approaches have been used to forecast wind power by developing an algorithmic model to anticipate the level of uncertainty and variability of wind generation. Using an automatic regressive moving average model to estimate the next ten-minute production rate for a hypothetical wind power plant and investigating the possibility of pairing wind output with responsive demand to reduce variability in the grid, wind output [15]. Developed an Artificial Neural Network (ANN) model to predict wind power with a resolution of 10 minutes [16].

Modeling the development of several models that have been carried out by previous investigators, need to do more research on the development of modeling wind speed, and in the discussion paper here using a model approach taken by Rayleigh, to test the fit of the data from measurements or data recorded by the data modelling. The main objective of this proposed research is to find out how accurate the modeling is acceptable by mathematical analysis.

1. **RESEARCH METHOD**

Wind speed data retrieval were observed in this study were obtained from the measuring instrument PCE-FWS 20. The proposed modeling wind speed is approached with the measurement data recorded by the device, and then test to ensure the suitability of the proposed wind velocity model mathematically acceptable. Test suitability modeling needs to be done to determine the suitability of the data recorded with the data being modeled. The fit test uses the correlation coefficient (R2), root means square error (RMSE), and mean absolute percentage error (MAPE). This is done to determine whether the proposed modeling is statistically acceptable or not.

*2.1. Wind speed data recorder*

PCE-FWS 20 is a wireless weather station that is versatile, as it allows the accurate recording of wind direction, wind force, temperature, relative humidity, and rainfall. Weather data is sent up to 100 meters via a radio signal to the main station, equipped with the latest technology in weather analysis and powered by solar panels and batteries. With a USB interface and the included USB cable, the weather data can be sent directly from the wireless weather station to a PC or laptop. All these data are stamped with the time/date to be set even after a longer period of time and weather data can be stored indefinitely.

The analysis software provided makes it possible to observe and compare the weather over a longer period of time using charts. The PCE-FWS 20 Weather Station allows high accuracy detection of wind direction, wind speed, temperature, relative humidity, and rainfall. The PCE-FWS 20 station is shown in Figure 1.

 

1. Wind speed detector b) Wind speed recording device

**Figure 1** device PCE-FWS 20

*2.2. Wind speed data*

Wind speed data recording with PCE-FWS 20, where the data is taken based on a 30-minute duration and processed into daily and monthly wind speed data, from January to December 2019.

*2.3. Wind speed modeling*

The Rayleigh distribution is often used in physics which deals with the modeling of processes such as sound and light radiation, wave height, and wind speed. In addition to a Weibull distribution, Rayleigh distribution is also a distribution as deemed appropriate to describe the distribution of wind speed. This distribution is used if the Weibull distribution area is considered less accurate to apply. By giving the value k = 2 to the Weibull distribution, the Rayleigh probability density function is expressed as follows:

 (1)

Parameters scale to the Rayleigh distribution (Cr) were obtained using maximum likelihood estimator as expressed by equation 1 as follows:

 (2)

where *Cr* is the Rayleigh scale parameter and *vi* is the wind speed at the ith time. The average of the Rayleigh distribution function is determined by equation (3).

 (3)

where 𝑣̅*𝑟* is the average of the Rayleigh distribution function.

Modeling wind speeds proposed in this study is based on a Rayleigh distribution and is expressed as follows;

 (4)

where *N* is the number of data;

*vi i*s the measured (recorded) wind speed data;

*vn* is a proposed wind speed modeling.

*2.4. Statistical test-fit-of the data*

 The model selection has become an important focus in recent years in statistical learning, machine learning, and big data analytics [17], [18], [19]. Currently, there are several criteria in the model selection literature. Many researchers [20], [21] have studied the problem primarily variable regression election in three decades. The statistical significance of the model comparison can be determined based on the suitability criteria in the literature [22].

Table 2 presents a statistical test in the case of this study

|  |  |  |  |
| --- | --- | --- | --- |
| No. | Criteria | Formula | Explanation |
|  | R2 |  | Measures the amount of variation accounted for the fitted model |
|  | RMSE |  | The square root of the measures the deviation between the fitted values with the actual data observation |
|  | MAPE |  | MAPE is percentages, compares them between sets, and can easily understand and interpret percentages |

where *yi* is the *ith* data;  is the mean data to *ith*;  is the average data *n* is the number of model observations; *k* is the estimated number where *At* are actuals and *Ft* corresponding forecasts or predictions

**3. RESULTS AND DISCUSSION**

*3.1. Wind speed data recording*

Based on the results of data recording with PCE-FWS 20, after processing the recording data with a duration of 30 minutes into daily and monthly data, the results are shown in Figure 2.



**Figure 2** Wind speed measure

 Figure 2 shows the wind speed fluctuates between 2.4 to 7.4 m/s. The minimum, maximum and average wind speeds are 2.37, 7.39, and 5.06 m/s, respectively.

*3.2. Wind speed data modeling*

 Based on the equation (1), the obtained results of modeling wind speed is shown in Figure 3.



**Figure 3** Wind speed modeling

 Figure 3 shows the wind speed fluctuates between 3.6 to 6.3 m/s. The minimum, maximum and average wind speeds are 3.62, 6.38, and 5.25 m/s, respectively.

*3.3. Comparison of wind speed modeling and measurement*

 Comparison of the wind speed of the recorded data and modeling are shown in Figure 4.



**Figure 4** Comparison of measurement and forecast wind speed

 Figure 4 shows a comparison between the measurement data and modeling based on a graph, where the blue color of the measurement data, while the green color for data modeling. The comparison of the two data shows a difference between the minimum, maximum and average values of 0.525, 0.136, and 0.037, respectively.

 The comparison of wind speed data from measurement and modeling is shown in Figure 5.



**Figure 5**  Comparison of measurement and forecast wind speed

 Figure 5 shows a comparison of the two data blocks, in which the red color to the measurement data, blue for data modeling, while the green color is an error ratio of the two data.

*3.4. Statistical test results*

 Based on the results of the suitability test of the measurement and approach wind speed data with the correlation coefficient (R2), root mean square error (RMSE), and mean absolute percentage error (MAPE) are shown in Table 3 as follows;

**Table 3** Statistic analysis for monthly of R2, RMSE, and MAPE

|  |  |  |  |
| --- | --- | --- | --- |
|  | R2 | RMSE | MAPE |
| January | 0.9968 | 0.1126 | -40.21 |
| February | 0.9960 | 0.1191 | -27.17 |
| March | 0.9956 | 0.1303 | -39.65 |
| April | 0.9988 | 0.1055 | -31.11 |
| May | 0.9971 | 0.1073 | -27.98 |
| June | 0.9976 | 0.0986 | -2.686 |
| July | 0.9985 | 0.0902 | -34.33 |
| August | 0.9994 | 0.0950 | -9.664 |
| September | 0.9979 | 0.0793 | -7.439 |
| October | 0.9989 | 0.0938 | -1.571 |
| November | 0.9969 | 0.0921 | -13.80 |
| December | 0.9987 | 0.0943 | 10.583 |
| Average | 0.9145 | 0.1015 | -18.7528 |

1. **CONCLUSION**

The proposed modeling wind speed has met the statistical test, according to the correlation coefficient (R2), RMSE and MAPE. It can be concluded from the analysis as follows;

1. The results of the data test with monthly statistics and the average show that modeling with the correlation coefficient approach is acceptable, because it has an R2 value of 0.9145 close to the value of one (1).
2. The results of the data test with statistics for monthly and average shows that modeling with the RMSE approach is acceptable, because it has a very small error value of around 0.1015.
3. The results of the data test with statistics for monthly and average shows that modeling with the MAPE approach is acceptable, because it has a very small error value of around -18.7528.
4. Wind speed modeling uses R2, RMSE, and MAPE which shows that the proposed model is acceptable based on the results of these statistical tests
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