A robust nonlinear control strategy of a PV System connected to the three-phase grid based on backstepping and PSO technique
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ABSTRACT

This article presents a robust non-linear control technique of the three-phase photovoltaic system. The structure chosen for this PV system is that of two power converters and DC voltage intermediate bus. The two power converters are: the DC-DC converter and the three-phase inverter, which requires two main controllers. These controllers have three main objectives. The first objective is to impose the PV voltage generated by the photovoltaic panel, in order to follow a maximum reference voltage provided by the MPPT block. The second one is to maintain the DC link voltage to a constant value, in order to optimize the transfer of energy between the two power converters. The last objective is to inject a three-phase sinusoidal current into the grid, while respecting a unit power factor. With the intention to achieve these three objectives, we designed cascading nonlinear controllers by using the technique of non-linear backstepping control in the synthesis of these two controllers, based on the Lyapunov function, with regard to maximise the PVG output voltage, in order to have a unitary power factor at the grid side. In order to regulate DC-link voltage, we developed an integral proportional controller (PI) with parameters that are optimized by the Particle Swarm Optimization (PSO) method. The robustness of the controller designed approach is tested by a simulation in MATLAB/Simulink software, that improves the performances of each controller whatever conditions of climate.
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1. INTRODUCTION

During the last decade, we cannot imagine a single day without electricity. We consume more and more energy, and we want to produce it correctly. To meet this growing demand, we have been turning for the last few years towards clean and renewable energies, to produce more and more, without destroying the environment. Nowadays, more interest in photovoltaic energy (PV) has focused on photovoltaic systems connected to the grid [1]. However, the operation of these photovoltaic systems is influenced by the variation of weather conditions [2], the non-linearity of the switching functions of converters and inverters, and the load variation [3]. The impact of these different factors poses the control of these systems in front of the Different challenges to improve the performance and quality of the grid. Thus, it is essential to design robust controllers which ensure the main objectives of control represented by the correction of the power factor, regulation of the DC bus voltage and optimization of the power generated by the PV panel [4, 5].
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In the literature, many studies have focused on the design methods of linear controllers for photovoltaic systems connected to grid. Among these methods we can find: the classical PI controller generally used in industry, because it is cheap, robust, and it is easy to implement [6], it produces good results in linear systems. However, it has certain limitations, given the uncertainties, and non-linear loads. In [7, 8], the control based on a PR controller, has also shown the good continuation of the reference, thanks to the infinite gain. Despite the usefulness of these linear controllers to achieve their objectives within a stable operating range, these linear methods become insufficient, and unreliable in the presence of rapidly changing operating conditions, including meteorological changes. For this reason, the design of a control technique, adequate to perturbations, and to the non-linearity become necessary.

A lot of researches have proposed robust non-linear control methods to ensure stability [9-11], from PV systems connected to grid. The sliding mode controller (SMC) [12, 13], the predictive controller model [14], and the feedback linearization technique FBL [15], are mentioned. Each of its approaches has its own advantages, and disadvantages. The FBL technique offers the best performance over a wide range of operating ranges but it cancels the nonlinearities of the system and becomes a linear subsystem. In addition, this cancellation can be avoided by using a controller [16], based on the nonlinear Backstepping technique. This method will be presented in this paper, in order to design an appropriate control law, to ensure the overall stability of the system. Non-linear controller design, in cascade based on the Backstepping technique, takes into consideration the following control objectives: i) regulate the voltage which supplies the photovoltaic generator to extract the maximum power. ii) Phasing the voltages of the grid with the current by regulating this last, and to assert a perfect correction to the power factor (PFC). In order to keep the DC bus voltage at its desired reference value, a PI type controller based on a performing meta-heuristic algorithm "particle swarm optimization" (PSO) has been developed to optimize the Kp and Ki parameters of the controller. PSO is an optimization algorithm used in this paper to determine the parameters of the PI regulator in order to regulate the DC bus voltage. [17]. Compared with several methods, including genetic algorithms (GA), B-spline networks, fuzzy logic and neural networks [18], PSO has shown a better optimization, it is based on a simple algorithm characterized by ease of implementation and robustness. This paper is structured as follows: Section 2 presents the description of the system, and the mathematical model. Section 3 develops the nonlinear control strategies of the proposed system. Section 4 shows the simulation results as well as an analysis of these results. Finally, conclusion is giving in section 5.

2. DESCRIPTION AND MODELLING OF THE STUDIED SYSTEM

The following section presents the mathematical modeling of each component in the PV conversion chain. As illustrated in Figure 1, the general structure of the system consists of two power stages to manage the PV power delivered to the utility grid. The first stage including a chopper that allows to extract the maximum power generated by the PV panel, by regulating the output capacitor’s voltage to a constant value. Besides it allows to achieve the MPPT control by forcing the photovoltaic panel to operate at the optimum operating point despite the variation of environmental conditions. The second stage is represented by a three-phase inverter whose main objective is to ensure the conversion of the DC power into an AC power injected into the grid, and controls the output current.

![Figure 1. Structure of the grid-connected photovoltaic system](image)

In order to have a zero phase shift with the voltage of the grid in order to obtain a unity FP. The use of the inductive filter L between the inverter and the three-phase grid is necessary, in order to minimize the harmonic components in the inverter output current generated by the PWM control.
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A photovoltaic panel consists of several cells associated in series and in parallel, which are electronic components that allow the transformation of light into electrical energy. The electrical characteristics of a single module used in this study are listed in Table 1. While the adopted mathematical model of a PV cell is shown in Figure 2, this model consists of a current generator $I_0$ controlled by voltage, and influenced by temperature and solar radiation, an anti-parallel diode $D_1$, a shunt electrical resistance $R_{sh}$, and a series resistance $R_s$ [19].

![Figure 2. PV cell model](image)

The relationship between PV current and PV output voltage is represented by the following mathematical equation:

$$I = I_0 - I_D \left[ e^{\frac{V+R_s I}{q n K T_K}} - 1 \right] - \frac{V+I R_s}{R_{sh}}$$  \hspace{1cm} (1)

With $I$ represent the light generated current, $I_0$ the diode saturation current, $T_K$ the temperature of cell, $n K$, $n$ the ideal factor, $q$ the charge of an electron, in C and $K$ the Boltzman’s constant, in J/ K.

<table>
<thead>
<tr>
<th>Table 1 PV module parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Maximum power</td>
</tr>
<tr>
<td>Current at the maximum power point</td>
</tr>
<tr>
<td>Voltage at the maximum power point</td>
</tr>
<tr>
<td>Number of series modules</td>
</tr>
<tr>
<td>Number of parallel modules</td>
</tr>
</tbody>
</table>

The stabilization of the DC voltage $V_{dc}$ and the convergence of this voltage to its reference value is the objective of the developed control strategy. For this, obtaining a dynamic model of the DC/DC converter [20] is essential by using the kirchhoff law where the DC-link capacitor and the $C_{pv}$ capacitor are connected and this can be written as:

$$\frac{dv_{pv}}{dt} = \frac{1}{C_{pv}} (i_{pv} - I_L)$$  \hspace{1cm} (2)

$$\frac{di_L}{dt} = \frac{1}{L} \left[ -R_1 I_L + v_{pv} - (1 - \mu)V_{dc} \right]$$  \hspace{1cm} (3)

$$\frac{dV_{dc}}{dt} = \frac{1}{C_{dc}} [(1 - \mu) - I_{dc}]$$  \hspace{1cm} (4)

where $v_{pv}$ and $i_{pv}$ represent the generated PV output voltage and current, $V_{dc}$ designates the DC link voltage, $I_L$ and $I_{dc}$ are respectively the input and output current chopper, and $\mu$ is the duty cycle [21].

The second conversion stage represented by the three-phase inverter is used to generate the three-phase currents injected into the grid. The inverter is based on PWM control and is connected to the grid through a bax pass filter. Whereas the dynamical model of voltage source inverter is expressed by the following equations [22, 23]:

The previous model is transformed into a new reference frame according to the angular frequency of the network, which allows us to rewrite the inverter model as follows:

\[
\frac{dl_d}{dt} = -R_l l_d + \omega l_q - \frac{1}{L_l} E_d + \frac{V_{dc}}{L} S_d
\]

(8)

\[
\frac{dl_q}{dt} = -R_l l_q - \omega l_d - \frac{1}{L_l} E_q + \frac{V_{dc}}{L} S_q
\]

(9)

Id and Iq are the active and reactive currents; Ed and Eq are the active and reactive grid voltages; Sd and Sq are the switching control inputs.

3. CONTROLLERS DESIGN STEPS

In this section, we are interested in designing two robust controllers based on advanced mathematical algorithms dedicated to non-linear systems. The first controller concerns the PV voltage, which follows the maximum power point (MPPT) by two control loops, and regulates the voltage generated by the PV generator. For the second controller, it is based on two cascaded loops, an internal regulation loop to control the active and reactive power injected into the grid, and the external loop serves to make the DC bus voltage stable according to the desired reference voltage. The full model of the design of these controllers is shown in Figure 3, and it will be detailed in this section.

3.1. PV output voltage controller design

The principal goal of this regulator is to ensure the extraction of the maximum power generated by the PV panel whatever the operating conditions. For this reason, the design of this controller aims to stabilize the PV voltage at its reference value obtained by the MPPT algorithm based on incremental conductance technique. This regulation of the PV voltage is ensured by the Backstepping technique applied to the dynamics model (4), and based on the stabilization function of Lyapunov, the design of the controller is developed in two steps [24].
In the first design step: we define the error between the voltage generated by the PV panel and its reference by:

$$e_1 = V_{pv} - V_{pvref} \tag{10}$$

Where $V_{pvref}$ represents the voltage generated by the MPPT block which serves as a reference voltage.

By replacing with (4) the derivative of (10), results the error dynamics, which is:

$$\dot{e}_1 = \frac{1}{C_{pv}} (i_{pv} - I_L) - \dot{V}_{pvref} \tag{11}$$

To confirm the stability, Lyapunov candidate function (CLF) is calculated as:

$$V_1 = \frac{1}{2} e_1^2 \tag{12}$$

Its time derivative is given as follows:

$$\dot{V}_1 = e_1 \dot{e}_1 \tag{13}$$

If we consider $\dot{e}_1 = -k_1 e_1$ the derivative of CLF can be written as:

$$\dot{V}_1 = -k_1 e_1^2 \tag{14}$$

Making $\dot{V}$ negatively defined definite ($\dot{V}_1 < 0$) or semi-definite ($\dot{V}_1 \leq 0$) allows to stabilize $\dot{e}_1$ and to have a null convergence error, which makes it possible to write $\dot{V}_1$ in a simplified form:

$$\dot{V}_1 = \frac{1}{C_{pv}} (i_{pv} - I_L) - \dot{V}_{pvref} = -k_1 e_1 \tag{15}$$

If we choose $I_L$ as virtual control input, we deduce the stabilizing function ($\alpha = I_{Lref}$), which ensure the asymptotic stability of the subsystem (17). And from (27) the desired value of the first virtual control can be written as follows:

$$\alpha = i_{pv} - C_{pv} (V_{pvref} - k_1 e_1) \tag{16}$$

As $I_L$ is not the final control input, and not always equal to the stabilizing function, in the following a new error variable $e_2$ between the virtual control $I_L$ and its desired value $\alpha$ is introduced step to define the final control input signal.

In the second design step: we define the error between the current and its reference value $\alpha$ as:

$$e_2 = I_L - \alpha \tag{17}$$

Whose dynamics is based on the subsystem (18) and it can be expressed by:

$$\dot{e}_2 = \frac{1}{L} \left[ V_{pv} - (1 - \mu) V_{dc} - R_1 I_L \right] - \dot{\alpha} \tag{18}$$

In contemplation of stabilizing the subsystems (4) and (5), we consider the second candidate Lyapunov function:

$$V_2 = V_1 + \frac{1}{2} e_2^2 \tag{19}$$

Before obtaining the derivation of the Lyapunov candidate Function $V_2$, it is necessary to simplify the value of the derivative of $\dot{V}_1$ represented by (15). For this, the dynamics of the error $e_1$ can be re-expressed by:
\[ \dot{e}_1 = \frac{1}{C_{pv}} i_{pv} - \frac{e_2}{C_{pv}} - \frac{\alpha}{C_{pv}} \dot{V}_{pvr} \]  

(20)

From (13), (16) and (20) the dynamics of tracking error \( e_1 \) and Lyapunov function can be written as follows:

\[ \dot{e}_1 = -k_1 e_1 - \frac{e_2}{C_{pv}} \]  

(21)

\[ \dot{V}_1 = -k_1 e_1^2 - \frac{e_1 e_2}{C_{pv}} \]  

(22)

The time derivative of \( V_2 \) is given by using the (19) and value of \( \dot{V}_1 \):

\[ \dot{V}_2 = -K_1 e_1^2 + e_2 \left( \dot{e}_2 - \frac{e_1}{C_{pv}} \right) \]  

(23)

If we set \( V_2 < 0 \) or \( V_2 \leq 0 \), we can ensure the stability of the error derivative \( e_2 \) and we can put:

\[ -K_2 e_2 = \dot{e}_2 - \frac{e_1}{C_{pv}} \]  

(24)

Where, \( K_2 \) is a real positive design parameter, and the dynamics of the Lyapunov candidate function becomes:

\[ \dot{V}_2 = -K_1 e_1^2 - K_2 e_2^2 \leq 0 \]  

(25)

The equations (24) and (18) lead to:

\[ -K_2 e_2 = \frac{1}{L} \left[ v_{pv} - (1 - \mu) V_{dc} - R_1 I_L \right] - \dot{\alpha} - \frac{e_1}{C_{pv}} \]  

(26)

By replacing (26) in the expression of the dynamics of CFL (25), we get the real control input signal noted \( \mu \), that ensures the stability of the system \( (e_1, e_2) \):

\[ \mu = 1 - \frac{1}{V_{dc}} \left( -R_1 I_L + v_{pv} + L K_2 e_2 - L \dot{\alpha} - \frac{e_1}{C_{pv}} \right) \]  

(27)

3.2. Active and reactive power controller design

The objective of this controller is to achieve a unity power factor by regulation of the direct and quadratic component of the current \( I_d, I_q \) to be sinusoidal and in phase with the grid supply voltage. This internal current regulation loop aims to make the current \( I_d \) and \( I_q \) present adequate values with its generated reference values, in order to inject an optimal active power and zero reactive power.

The initial step of this controller is to define the tracking error between the active current and its reference value by:

\[ e_3 = I_d - I_{dref} \]  

(28)

Where the reference current \( I_{dref} \) is generated by the external voltage regulation loop discussed in the following section, and which is expressed as follow:

\[ I_{dref} = \beta E_d \]  

(29)

With \( \beta \) is any positive real constant generated by the outer voltage loop.

The time derivative of the tracking error between the active current and its reference value \( e_3 \), is expressed by:

\[ \dot{e}_3 = -\frac{R_d}{L_d} I_d + \omega L I_q - \frac{1}{L_d} E_d + \frac{V_{dc}}{L_d} S_d - I_{dref} \]  

(30)
Alternatively, we defined the tracking error between the reactive current and its reference value error as:

\[
e_4 = I_q - I_{q,ref}
\]

(31)

Using the value of \(\dot{I}_q\), we can express the derivative of \(e_4\) by:

\[
\dot{e}_4 = -\frac{R_f}{L_f} I_q - w L I_q - \frac{1}{L_f} E_q + \frac{V_{dc}}{L_f} S_q - I_{q,ref}
\]

(32)

The determination of the conditions on the control law requires the choice of the Lyapunov stability function which allows to find the balancing point of the system. Thus, a new CLF is being considered which makes it possible to deduce the control signals \(S_d\) and \(S_q\)

\[
V_3 = V_2 + \frac{1}{2} e_3^2 + \frac{1}{2} e_4^2
\]

(33)

The derivative of this CLF is represented by:

\[
\dot{V}_3 = \dot{V}_2 + e_3 \dot{e}_3 + e_4 \dot{e}_4
\]

(34)

By replacing the values of \(\dot{V}_2\) from (25), \(\dot{e}_3\) from (30), and \(\dot{e}_4\) from (32) into (34) yields we’ve got:

\[
\dot{V}_3 = -K_1 e_1^2 - K_2 e_2^2 + e_3 \left(\frac{R_f}{L_f} I_d + w L I_q - \frac{1}{L_f} (E_d - V_{dc} S_d) - I_{d,ref}\right) + e_4 \left(\frac{R_f}{L_f} I_q - w L I_q - \frac{1}{L_f} (E_d - V_{dc} S_q) - I_{q,ref}\right)
\]

(35)

To make the derivative of \(V_3\) negatively defined allows us to have a global stability of the system, and this by choosing the following switching control laws:

\[
S_d = \frac{L_f}{V_{dc}} \left(\frac{R_f}{L_f} I_d - w L I_q + \dot{I}_{d,ref} - k_3 e_3 + \frac{E_d}{L_f}\right)
\]

(36)

\[
S_q = \frac{L_f}{V_{dc}} \left(\frac{R_f}{L_f} I_q + w L I_q + \dot{I}_{q,ref} - k_4 e_4 + \frac{E_q}{L_f}\right)
\]

(37)

By using a derivative of the CLF, we can simplify the equation (35) as:

\[
\dot{V}_3 = -K_1 e_1^2 - K_2 e_2^2 - k_3 e_3^2 - k_4 e_4^2 \leq 0
\]

(38)

This ensures a general stabilization related to the dynamic operation of the VSI, and which makes it possible to inject an optimal value of the active power and a zero injection of the reactive power.

### 3.3. Design of DC-link voltage controller

The DC bus voltage control loop must ensure two control objectives the first is to keep this voltage stable, and the second is to generate the active reference current, required for the internal current loop.

Therefore, the design of this controller based on a PI voltage loop, which has as inputs: the squared of the DC bus voltage \(V_{dc}^2\) and its reference component \(V_{dc,ref}^2\), and which generates at its output a control signal \(\beta\) multiplied by grid voltage to determine the amplitude of the current injected into the grid. The block diagram of the control loop is shown in Figure 4.

In closed loop, the tuning law \(\beta\) is expressed by

\[
\beta = (V_{dc,ref}^2 - V_{dc}^2) F(s)
\]

(39)

\(F(s)\) is the transfer function of conventional PI controller, expressed by: \(k_p + k_i \cdot \left(\frac{1}{s}\right)\).

The determination of the control parameters \(k_i\) and \(k_p\) must be precise in order to ensure the optimal stability point and a slower dynamic compared to the internal current loops, for this purpose the Particle Swarm Optimization (PSO) control technique has been adopted which has become one of the favorites in optimization algorithms solutions, thanks to its simplicity of implementation, its robustness and its capacity.
to improve proportional integral (PI) performances, by searching for the best values in order to make the error as small as possible or zero.

![Figure 4. PSO algorithm based DC-link Voltage control loop](image)

3.3.1. Particle swarm optimization algorithm

The PSO algorithm is considered one of the most excellent optimization methods that have undergone many changes since its introduction in 1995, by Kennedy and Eberhart. PSO has proven robust in solving continuous nonlinear optimization problems, its principle adopts a conventional swarm management for birds. Each "bird" is represented by a particle, and represents a candidate solution to the optimization problem. A swarm includes of S-particles flowing through a multidimensional search space, and each of its particles adjust its position in search space according to its own experience and that of neighbouring particles. Thus, a particle uses the good position encountered by itself and that of its neighbours particles to position itself towards the most optimal solution. The second essential factor in this technique and which allows each particle to change its position is the velocity information, which allows each particle during updating process at every iteration to find its best and only solution.

\[ V_{ij}^{n+1} = w \cdot V_{ij}^n + r_1c_1(P_{ij}^n - X_{ij}^n) + r_2c_2(P_{gj}^n - X_{ij}^n) \]  

(40)

Where \( w \) is the inertia weight, \( c_1 \) and \( c_2 \) are acceleration coefficients, \( r_1 \) and \( r_2 \) are random numbers uniformly distributed between 0 and 1, and \( n \) represents the iteration number.

The new position of the particles is obtained on the basis of its velocity and its previous position:

\[ X_{ij}^{n+1} = X_{ij}^n + V_{ij}^{n+1} \]  

(41)

The performance of each particle is measured using a predefined objective (fitness) function, which define the characteristics of the optimization problem [25].

3.3.2. PI controller based on PSO technique

In this work, the PSO algorithm is used to determine the optimal values of \( k_i \) and \( k_p \) of the PI controller. The implementation structure of the PSO technique for tuning the PI controller in the DC bus control loop is represented in Figure 4, its performance evaluation based on the objective function defined by the minimum time multiply squared error ITSE, and which can be represented by:

\[ \text{ITSE} = \int_0^\infty t \cdot e^2 \, dt \]  

(42)

Where \( e \) is the PI controller input that expressed the error between the square of the measured voltage \( V_{dc} \) and the square of its reference value \( V_{dcref} \).
Figure 5. Implementation algorithm of the PSO-PI controller method

The computational flowchart in Figure 5 represents the algorithm used in the implementation of the PSO for the purpose of optimizing the parameters of the PI. The Parameters initialization at the beginning of the PSO algorithm includes the maximum number of iterations \( n \) that is equal to 100 iterations, the size of the population \( i \) that is considered by 30 individuals (particles) in the population, as well as the acceleration coefficients \( c_1 \) and \( c_2 \) and the inertia weight \( w \). Since the dimension of the problem concerns two parameters \( k_i \) and \( k_p \) to be controlled, the position and the velocity are represented by matrices with the dimension of \( 2 \times 30 \) by using the (40) and (41). At the end of the algorithm the best position of a particle represents the optimal values of the controller gains \( k_i \) and \( k_p \).

3. RESULTS AND ANALYSIS

Simulations are done in MATLAB/Simulink software in order to verify and evaluate the performance of the nonlinear controller based on the Backstepping technique, designed in the above section and illustrated in Figure 3. The global parameters are obtained on the basis of the theoretical study shown in the design part of the controller and that are given in Table 2. The simulation results were generated under stable operating conditions which are: \((G=1000 \text{ w/m}^2, T=25^\circ\text{C})\), and other different conditions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV-array power</td>
<td>( P_{\text{pv}} )</td>
<td>1562W</td>
</tr>
<tr>
<td>DC bus capacitor</td>
<td>( C_{\text{dc}} )</td>
<td>( 3 \times 10^3 \mu\text{F} )</td>
</tr>
<tr>
<td>Switching frequency</td>
<td>( F_s )</td>
<td>5kHz</td>
</tr>
<tr>
<td>Grid</td>
<td>( V_g )</td>
<td>380V/50Hz</td>
</tr>
<tr>
<td>Filter parameters</td>
<td>( L )</td>
<td>1.8mH</td>
</tr>
<tr>
<td></td>
<td>( R )</td>
<td>0.05Ω</td>
</tr>
<tr>
<td>PV voltage regulator</td>
<td>( k_1 )</td>
<td>( 3 \times 10^{-2} )</td>
</tr>
<tr>
<td></td>
<td>( k_2 )</td>
<td>( 5 \times 10^{-3} )</td>
</tr>
<tr>
<td>Current regulator</td>
<td>( k_3 )</td>
<td>( 10^0 )</td>
</tr>
<tr>
<td></td>
<td>( k_4 )</td>
<td>( 10^6 )</td>
</tr>
<tr>
<td>PI-PSO</td>
<td>( k_i )</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>( k_p )</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 2. Parameters of the proposed PV system
Case 1: (Simulation under constant irradiance and temperature)

The Figure 6-10 illustrate the behavior of the main system signals after a simulation under stable conditions ($G = 1000 \text{ w/m}^2$, $T = 25^\circ\text{C}$), in order to demonstrate the most significant aspects of the control strategy proposed.

Figure 6 shows the behavior of the voltage generated by the PV array, which follows its reference value at nearly 93.3 V thanks to the hybrid Mppt command that introduces both techniques (Inccond and Backstepping). The values of the current and the input voltage of the choppers indicate respectively, 16.74 A and 93.3V, and the value of the PV power is about 1561.8W. This justifies the reliability of the external voltage controller based on the lyapunov function which has ensured a global stabilization of the system, and makes it possible to extract the instantaneous voltage and maximum current generated by the PV generator.

![Figure 6. Input Voltage $V_{pv}$](image)

Figure 7 represents the behavior of the output voltage of the chopper, as can be noticed in this figure the voltage follows perfectly (on average) its reference value (360), which proves the performance of the DC bus voltage regulation loop, that introduces the PSO based PI dc link controller, with the ability to quickly and accurately converge to its reference values.

![Figure 7. DC–bus voltage](image)

Figure 8 shows the output current and the AC voltage waveforms, from this figure, we note that there is a zero phase difference between the voltage and the injected current, which makes it possible to have the unity power factor is well achieved and the frequency remained constant and equal to the grid-voltage frequency. Moreover, the current injected into the network converges to its reference value after a short transient phase (0.07s) which means that the nonlinear current controller developed has given us the expected results and the control that we have set up allows us to have a unit power factor. And according to figure 9, we notice that the reactive power is regulated to zero and the active power injected into the grid reaches its maximum value (1562W), which will ensure a total transfer of PV power.

The improvement of the quality of the injected power is ensured by the non-linear control loops, which is proved by Figure 10 which show the THD in the current, as it can be noticed that the THD in the grid current is 3.34 which is under the standard value required not to exceed 5%.
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Case 2: Simulation under irradiation variations

The PV system operates under an unstable irradiance level, which causes variations in the generated PV power. In this second simulation step, the robustness of the non-linear cascade controllers based on the backstraping-PSO technique is tested under variable radiation and a constant temperature equal to 25 °C. According to figure 11 the solar irradiation suddenly drops from 1000 W/m² to 700 W/m² at 0.7 s and continues to maintain this irradiation level till 1.5 s. then it returns to its level 1000 W/m² after 1.5 s. Figure 12 represents the behavior of the voltage generated by the PV panel, which perfectly follows its reference value generated by the MPPT block, thanks to the external voltage control loop. with a small decrease in the output voltage (91 V) during the change of irradiation between 0.7s and 1.5s.
Figure 11. Solar irradiance changes

Figure 12. PV voltage

Figure 13 indicates the behaviour of the DC bus voltage that remains constant and follows its reference value, which is equal to 360 V, this voltage presents rapid transitions after each change in irradiance value. Also, on the instants 0.7s and 1.5s, the voltage is changed but it is returned to its value after a short transient period. Which confirms the high precision of the PI controller parameters $k_i$ and $k_p$ generated by the PSO algorithm.

Figure 13. DC link voltage

Figure 14 shows the behavior of the active and reactive current during changes in irradiance. It can be deduced that, despite the sudden large change in irradiance, the current inner loop based on the backstepping technique has shown robust and accurate performance in the monitoring of the two references current signals $i_{dref}$ and $i_{qref}$. In addition, the precise choice of the stabilization parameters $K_1$ and $K_2$ provided rapid and precise response.
Figure 14. Current components behavior

Figure 15 presents the behavior of voltage and current injected during irradiance variations (the amplitude of the current is multiplied by 20 compared to its actual value in order to draw the two curves in the same graph). At 0.6 s the amplitude of the injected current is reduced due to the reduction of the power generated, however there is a zero phase shift between current and voltage during each instant which confirms the validity of the proposed non-linear controller, high quality of the injected current to network and obtaining a unit power factor during changes in irradiance. Finally, Figure 16 illustrates the behavior of the active and reactive power during the irradiance changes occur in the system, the active power injected into the grid which has decreased from 1500W to 900W in accordance with the variation in irradiance which also decreased from 1000 W/m² to 700 W/m². However, the injected active power corresponds well to the maximum power produced by the PV panel while the reactive power injected kept at zero.

Figure 15. Injected phase voltage and current

Figure 16. Active and reactive grid power

The analysis of the simulation results obtained, allows us to deduce that the proposed control strategy in this article presents improved performances during all cases of operation. Thanks, of the internal current loops and the PV generator voltage loop based on the Backstepping technique, we were able to have a
quick and precise regulation of the PV voltage, which ensured maximum extraction of the PV power generated. On the other hand, they have improved both the active power and the reactive power of the electric grid as well as the quality of the current injected into the grid, whose harmonic rate is low compared to other control methods [26]-[27]. Moreover, the optimization of the IP parameters based on the PSO algorithm has reacted quickly, so that the DC bus voltage can reach its reference and quickly eliminates the tracking in order to achieve overall stability.

4. CONCLUSION

This paper has presented a robust nonlinear control strategy for three-phase PV system connected to grid. The controllers design for this command combines the backstepping-based control method and the PI controller based on the PSO algorithm. After a mathematical description of the overall model-based system (19-23), stability analysis was performed using the advanced mathematical tool represented by Lyapunov stability. Based on the theoretical study and simulation of the system under MATLAB/Simulink, the results obtained showed importance and satisfaction. More precisely, it is demonstrated that all the control objectives are achieved, including precise PV voltage regulation with zero tracking error, requirement of PFC, keep the system in optimal performance in spite of variations in climatic conditions, and regulation of the DC-bus voltage, which has shown an improvement response in terms of response time and overshoot.

The choice of the controllers gains for the non-Linear Backstepping control strategy, is an important and difficult task because of its impact on performance, and the stability of the overall system. For this reason, the contribution of this paper lies in the introduction of the PSO technique to adapt the gains of the DC bus voltage controller with those of the Backstepping, to ensure overall stability and to obtain improved results compared to other control methods.
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