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 This paper investigates the use of a new global optimization algorithm that is 

based on Taguchi method to determine the performance parameters of self-

excited induction generator being driven by variable speed wind. This 

analysis is based on solving equations obtained from the per-phase 

equivalent circuit of the induction generator. The equations have two 

unknowns namely the frequency and the magnetizing reactance. Both 

unknown are strongly dependent on the wind turbine speed, the capacity of 

the excitation, the load being connected at the terminals of the stator and 

eventually the per-phase equivalent circuit parameters. The resulting 

equations are nonlinear and subsequently to solve them one can employ 

either gradient-based algorithms or heuristic algorithms. This paper uses a 

new heuristic algorithm based on the Taguchi method which, in addition to 

its global research capability, offers superior characteristics in terms of 

accuracy and ease of implementation. A comparison with recently published 

optimization methods is carried out to show its performances in terms of 

accuracy and ease of implementation. The MATLAB software will be used 

to perform this analysis on a machine of 0.75 kW while some will be 

validated experimentally to confirm the aforementioned benefits. 
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NOMENCLATURE 

LM (qm) : Orthogonal array (OA)   Rr : Rotor resistance referred to stator side 

LD : Level difference  RM : Iron loss resistance 

 : Thes/N or Signal-to-Noise ratio  Xr : Rotor reactance referred to stator side 

Jk : The k-th fitness or cost function value  Xs : Stator reactance 

m : Maximum number of factors or variables   XC : Capacitive reactance due to C at rated frequency 

M : Minimum number of experiments  X0 : Unsaturated value of magnetizing reactance 

pj : The j-th factor  XM : Magnetizing reactance at rated frequency 

T : Total number of iterations  v : Per unit speed 

t : Iteration number   Vg : Air gap voltage per-phase at rated frequency 

C : Excitation capacitance per-phase, μf  Vl : Terminal voltage per-phase 

F : Per unit frequency  Y : Total admittance 

https://creativecommons.org/licenses/by-sa/4.0/
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Ir : Rotor current referred to stator  YA : Air-gap admittance  

Is : Stator current  Yr : Rotor admittance 

IL : Load current  Ys : Stator admittance 

N : Rated speed, rpm  YL : Load admittance 

Rs : Stator resistance  YC : Capacitive admittance 

RL : Load resistance  YM : Magnetizing admittance 

 

 

1. INTRODUCTION 

The constantly increase of electric energy use and cost rising of traditional energy sources required for 

the operation of power plants, together with the alarming concerns regarding the harmful effects of these plants 

on the environment have led to intensive research to promote the integration of renewable energies, which 

substantially reduce the CO2 emissions. On the ground, several countries around the world have already set a 

deadline or a percentage of renewable energy sharing with respect to the total power demand. This can be 

accomplished by incorporating more renewable energy sources through the so-called smart grid and replacing in 

remote sites fossil fuel generators by photovoltaic, wind turbines or micro-hydro power plants [1]. The use of a 

renewable source at isolated sites is a cost-effective solution compared to the extension of the network or the 

use of diesel generators [2]. 

The use of squirrel cage asynchronous machine in isolated areas to convert wind energy into electrical 

energy has many advantages such as high reliability, low cost, maintenance free, self-protection against faults 

and overloads, and robust construction and ease of operation [3], [4]. Concerning the control of self-excited 

induction generator (SEIG), a high-performance maximum power point tracking (MPPT) strategy in the 

presence of iron losses and nonlinear magnetic characteristic is developed in [5], this strategy aims to: i) reduce 

the rotor and stator currents by taking control of the rotor flux and ii) capture the maximum wind power for 

insuring a high MPPT accuracy. Another control strategy for voltage regulation of a SEIG wind turbine based 

on the association of fuzzy logic and a sliding mode controller is presented in [6]. The dynamic operation of 

SEIG in steady state and no-load operation is investigated in [7] by using a neuro-fuzzy controller (NFL) for 

regulating the generated voltage and frequency. Compared to PI controller, the NFL shows more accuracy and 

fast response. A modified near field communication (NFC) is applied in [8] to promote the voltage and 

frequency regulation of the SEIG. However, in addition to increased computational burden of NFL, such 

strategy may lead to delayed response and ambiguous results. By comparing the asynchronous machine with its 

synchronous counterpart, the asynchronous machine receives its need in terms of reactive power from the 

network utility, being not available in isolated areas, a source of this energy is necessary for the machine to 

convert wind energy into electrical energy. Indeed, if a right capacitor battery is placed across the squirrel cage 

induction machine and the latter is driven at the desired speed, the residual flux in the machine will induce a low 

voltage within the stator, which is looped on the capacitor. The latter generates a reactive current and increases 

the rotor flux which in turn will boost the reactive current and the stator voltage. This interaction process 

between the capacitor connected on the stator and the magnetic circuit is named the phenomenon of self-

excitation [3], [9], [10]. Eventually the stator voltage settles down to a point defined by the intersection of the 

magnetization curve and the capacitor charging line. The amplitude and frequency of the voltage obtained at the 

terminals of the stator strongly depend on the rotor speed, the impedance of the load, the excitation capacity, the 

parameters of the equivalent circuit and the magnetization characteristic. This makes the determination of the 

voltage parameters as well as the machine performance parameters a difficult task to achieve. 

Computing performance parameters of the self-excited squirrel cage asynchronous machine depends 

on employing the machine’s per-phase corresponding circuit. It means, either loop analysis techniques [11]–

[14] or nodal analysis ones [3], [15]–[17] will be employed for evaluating these parameters. The last-mentioned 

techniques derivate the admittance (or impedance) equation to be segregated into a real and imaginary parts. 

The next move employs the Newton-Raphson algorithm for solving these equations and achieving the suitable 

values of the frequency (F) and the magnetizing reactance (XM). Authors in [18]–[22], alleviate the 

computation process by employing equations derived from the nodal analysis. To this end, an iterative 

algorithm is applied to solve just the real part of the admittance equation. This allows obtaining the value of F 

that should be used in the imaginary equation for deducing the XM value. However, the two techniques 

mentioned previously have the following disadvantages: i) the need for segregation of the impedance equation 

into real and imaginary parts and ii) the mandatory use of an iterative algorithm whose performance depends on 

a suitable selection of initial-parameters. To overcome this, heuristic algorithms such as genetic algorithms 

(GAs) are used [23], [24] which take the impedance equation as a black box. The solution of the equation 

impedance being equating to zero is reformulated as an unconstrained optimization problem. Mathematically, 

the convergence to best solution of the equation cannot be ensured and therefore the optimization’s accuracy 

may not be satisfactory. For this, GAs is usually associated with a gradient-based optimization algorithm; in the 
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first stage GAs are performed to find an approximate solution of the problem, which will be used in the second 

stage by a gradient-based algorithm to reach the optimal solution. 

Another artificial intelligence (AI) technique, fuzzy logic (FL), has been used for the steady state 

analysis of single-phase SEIG [25]. However, besides the computational burden required for the implementation 

of FL inference system, the use of this technique for the steady state analysis is yet to be justified, when 

compared with global search algorithms. Furthermore, proper choice of the initial guess remains a requirement.  

Pre-programmed optimization techniques have been gaining popularity recently; they can be found in 

the toolboxes of software devoted to engineering computations such as MATLAB. These techniques can be 

employed for minimizing the impedance (i.e., into imaginary and real parts) without any passage by the 

segregation step. The function "Constr" provided by MATLAB was applied by Alolah and Alkanhal [18] for 

obtaining the obtimal values of: admittance, F and XM. Those values are then applied for studying the SEIG 

performance. The second function "fsolve" provided by MATLAB was used by Haque [19], [20] to get the 

optimal value of impedance, meanwhile, analyzing the machine performance in different operating conditions 

(i.e., during constant stator voltage or current constraints). Singh et al. [26], [27] carried out the performance 

analysis through using the equivalent circuit of six-phase induction machine. It's important to mention that” 

fmincon" function was chosen to minimize the absolute value of the overall admittance. The goal was to find 

the best values of shunt and series capacitor, needed for the self-excitation of the six-phase SEIG. These built-in 

functions have demonstrated a high efficiency in optimizing admittance (or impedance) equations. This 

advantage leads to find the optimal values of XM and F, avoiding the tedious and time-consuming process of 

segregating the impedance or admittance equations. However, to implement these functions, it is mandatory to 

find a suitable initial guess, which needs a basic understanding of the problem in order to estimate it. A dynamic 

model that of wind driven SEIG is developed in [28] for analyzing the system performance during both transient 

and steady-state conditions. However, the analytical formulas used in this model are based on all the parameters 

of SEIG for the calculation of the rotor speed and excitation capacitance. Concerning the excitation capacitance, 

a detailed study of the iron losses influences on choosing the minimum excitation capacitance for SEIG with 

wind turbine is presented in [29]. The evaluation of eddy current losses is helpful during the design stage of the 

machine in order to obtain maximum efficiency. For this purpose, Dalabeeh et al. [30] model the effect settings 

on the eddy current losses in wind driven SEIG. 

 The afore-mentioned drawbacks of local optimizes, such as FL as well as built-in functions, can be 

overcome by applying the direct global optimization methods [31]. However, direct’s convergence time directly 

depends on the range of the problem’s search space. This is due to the fact that direct utilizes the concept of 

splitting the search space into other tiniest search spaces and assessing their midpoints. Potentially optimal 

rectangles are subsequently identified and studied during the following iteration. The wider is the search space, 

the more rectangle division is necessary and therefore longer time is essential for reaching the optimal solution. 

This dependence on the search space selection for global optimizers as well as the tedious task of finding the 

appropriate initial parameters for local search algorithms are circumvented by a Taguchi method-based 

optimization algorithm described in detail in the present work. The Taguchi algorithm uses the orthogonal 

arrays (OAs) which set the minimum number of experiments from which effects of multiple factors with 

different levels are to be investigated simultaneously to arrive at the optimum combination of levels. It is worth 

mentioning that, in addition to the global research capability of Taguchi algorithm, it offers superior 

characteristics when it comes to accuracy and ease of implementation, particularly, in the analysis of SEIG’s 

steady state parameters. Therefore, a comparison with three recently published optimization methods such as: 

direct [31], fsolve [19], [20] and cuckoo search (CS) algorithm [32] is carried out to prove its performances. 

Moreover, the computed results are compared to the experimental one quoted from [18]. 

The remaining of the paper is organized as follows: i) Section 2, the problem of steady state analysis of 

the SEIG is formulated; ii) Section 3 undertakes the description of the Taguchi’s method; iii) Section 4 presents 

the methodology of using Taguchi in the analysis of the SEIG performance characteristics; iv) Obtained results 

using Taguchi method and their discussions are presented in section 5; v) The comparison of Taguchi algorithm 

with other methods is provided in section 6; vi) Section 7 provides an experimental validation of some predicted 

results; and vii) Finally, a general conclusion is reported in the last section. 

 

 

2. FORMULATION OF THE PROBLEM 

Performance evaluation of the self-excited squirrel cage induction machine is essentially based on 

the determination of machine parameters such as power factor, active and reactive power output, efficiency, 

and stator voltage, under different operating conditions defined by external parameters, namely: the 

impedance of the load at the stator terminals, the excitation capacity value and the speed at which the rotor is 

spin. The first objective of such analysis is the determination of requirements on external parameters without 

which self-excitation cannot occur. These requirements can be determined through using the equivalent 
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circuit for each phase of the asynchronous machine depicted in Figure 1. As mentioned earlier, we can 

employ either nodal analysis or loop analysis. In the paper, the nodal analysis is used. 

 

 

 
 

Figure 1. Per-phase equivalent circuit of SEIG 

 

 

Upon the application of Kirchhoff’s current law to node a (i.e., shown in Figure 1), the necessary 

condition required by the self-excitation process is that the capacitor voltage is not equal zero, resulting in a 

null absolute value of the total admittance, as specified from (1) to (9) [31]. To solve these equations and find 

the values of F and XM, as explained in the introduction, two main ways are possible. The first one is classic 

using a gradient-based algorithm while the other is based on optimization. 

 

|𝑌| = 0 (1) 

 

Where: 
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|𝑌| = √(𝑅𝑒( 𝑌))
2

+ (𝐼𝑚( 𝑌))
2
 (9) 

 

 

3. STEADY STATE ANALYSIS USING OPTIMIZATION 

The optimization is defined as the process of seeking the optimum point of continuous or discrete 

mathematical multivariable functions. A multivariable function may have one or more than one optimum 

point which is the maxima or the minima within a given interval. Local search algorithms are used to find the 

optimum solution of (1) when this latter has only one optimum point within a given interval. This type of 

algorithm would fail to find the global solution when the function has more than one solution within a given 

interval. In other words, the multivariable function has several optimum points; one of them is known as the 

global optimum point and the remaining are called the local optimum points. The type of algorithm that can 
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be employed for the above-mentioned situation is known as a global search algorithm. In the case of the 

SEIG analysis problem, the multivariable function is the admittance being equated to zero. In other words, 

the admittance absolute value is zero which represents its minimum point. Therefore, solution for XM and F 

of (1) can be converted to seeking the optimum point (XM, F) leading to the minimum value of the admittance 

absolute value, 

 

Minimize |�̄�| subject to: {
0 𝐹  𝑣 (input rotor speed)

0 𝑋𝑀 𝑋0 (unsaturated value)
 

 

Using the optimization method allows preventing the disadvantages of the conventional approach. 

The integrated functions of MATLAB namely "fsolve", "fmincon", "constr" or of MathCAD "Find" and 

"Given" and others were used as optimizers. The drawback of applying built-in functions is the need to 

provide an initial solution. Some heuristic algorithms, such as: direct and GAs have been employed to 

minimize as (1) where the research space boundaries were derived from the constraints of the  

problem [24], [27]. However, the optimization accuracy is highly influenced by the search space selection, in 

other words, wide search space will result in a slow convergence and sometimes the result’s accuracy is not 

sufficient. In the paper, the Taguchi method is used for minimizing the admittance equation, that is the (1). 

The optimization is implemented by preserving the equations of the admittance as obtained from nodal 

analysis. In other words, no longer need to separate the admittance equation into real and imaginary parts and 

to have the basic knowledge to providing a suitable initial solution. The optimal solution (XM, F) is obtained 

after the Taguchi method has converged to the minimum of the cost function, namely the admittance in (1). 

These are the key parameters for evaluating the performance of the SEIG. The induced voltage (Vg/F) is 

determined using the magnetization curve which is approached by a 3rd order polynomial expression, which 

is approached by a 3rd order polynomial expression given as (10). 

 

𝑉𝑔/𝐹 = 𝐴3. 𝑋𝑀3 +  𝐴2. 𝑋𝑀2 + 𝐴1. 𝑋𝑀 + 𝐴0 (10) 

 

Where, 𝐴3 = −0.418359, 𝐴2 =  1.8711, 𝐴1 =  −2.92318 and 𝐴0 =  2.5954. 

Other parameters characterizing the asynchronous generator such as voltage, current and power at 

different points of the same passive periodic excitation case (PPEC) are forwardly derived using the value 

Vg/F. For the sake of simplifying the computation, the air-gap voltage is taken as a reference phasor (𝑉𝑔 =

𝑉𝑔∠00). Therefore, stator current, output voltage and load current phasors are given by (11)-(13), 

respectively. 

 

𝐼𝑠 =
𝑉𝑔

𝐹
. (𝑌𝐴 + 𝑌𝑟) (11) 

 

𝑉𝐿 = 𝐼𝑠 . (𝑌𝐿 + 𝑌𝐶)−1. 𝐹 (12) 

 

𝐼𝐿 =
𝑉𝐿

𝐹
. 𝑌𝐿 (13) 

 

Finally, the real power delivered to the load is given by (14). 

 

𝑃 = 3. 𝑅𝐿 . |𝐼𝐿|
2
 (14) 

 

 

4. TAGUCHI METHOD BASED ANALYSIS 

4.1. Taguchi method 

Modern industry is based on the design process and therefore their optimization is extremely 

important. The design of an industrial product and its quality depend on several factors, full number of 

experiments is usually conducted to compare factor levels with each other. A table of response is obtained by 

varying levels of each factor and realizing all relevant experiences. This process of conducting experiences is 

repeated as many as it takes to achieve the desired quality. This method of optimization by combining all 

experiments is called "full factorial experiment". The Taguchi method is distinguished as a method of 

“fractional factorial experiment”, because it can effectively reduce the number of tests without affecting the 

optimal solution. It uses the concepts of orthogonal-arrays (OA) and signal-to-noise-ratios (S/N) [33]. 

Orthogonal arrays determine the number and the way how to conduct experiments for a given 

number of factors and levels. It combines experiences in such way that enough information is obtained about 
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effects of each level of each factor. Each parameter in the designation of AO, or LM (qm), has a meaning; q is 

the levels number featuring each factor, m is the factors maximum number, and M is the minimum 

experiments number to obtain data characterizing the interactions between factors and the effects of their 

levels. The OA selection depends on the factors number and their levels. It is obtained by using available 

codes for the generation of OAs or directly from special libraries [33]. An OA example; L9 (34) is shown in 

Table 1, where m = 4 (i.e., number of factors), q = 3 (i.e., number of levels) and M = 9 (i.e., minimum 

number of experiments). 

By analyzing Table 1, we can notice that the time of occurrence of levels for each factor is the same. 

The same notice regarding the combination of each two factors. An important property of OA to be used later 

in this work is when for a problem with a given factors number, there is no appropriate OA. In this case, we 

can take an existing AO with a number of columns (factors) greater than the factors number of the problem; 

keep as many columns as the factors number of the problem then remove the remaining columns. The 

reduced table is an AO having a reduced number of factors. However, many OAs with greater number of 

columns are available in the library and selection of one becomes an optimization problem too. 

 

 

Table 1. Orthogonal array L9 (34) 
L9(3

4) Problem factors  L9(3
4) Problem factors 

Experiments p1 p2 p3 p4  Experiments p1 p2 p3 p4 

1 1 1 1 1  6 2 3 1 2 
2 1 2 2 2  7 3 1 3 2 

3 1 3 3 3  8 3 2 1 3 

4 2 1 2 3  9 3 3 2 1 
5 2 2 3 1       

 

 

Related to Taguchi’s S/N, once experiments mentioned by the selected OA are conducted, the next 

step would be the analysis of data to identify the optimal levels for factors. This analysis begins by 

calculating the fitness function tendency for each factor through the use of S/N. Three different S/N are 

mostly employed in optimization [34], which are: smaller-the-better, nominal-the-best and larger-the-better. 

In accordance with the objective of optimization, one can select the appropriate ratio. In the paper, the goal is 

to minimize the admittance absolute value (which is theoretically zero), the smaller-the-better ratio appears to 

be more suitable and it is given as [35]. 

Using (15), the S/N ratio is computed for each experiment out of the nine experiments. One can 

figure out that the higher the S/N ratio the smaller the cost function’s value will be. The obtained results 

allow constructing a response table by determining the average S/N ratios for each factor and each level. The 

optimal level for each factor can be then obtained and employed for the computation of the new levels and 

the corresponding minimum fitness function. This process is repeated until the admittance’s minimum is 

reached. The optimization process is halt by verifying at each iteration a given termination criterion. 

 

𝜂 = −10 𝑙𝑜𝑔10(|�̄�|) (15) 

 

4.2. Minimization of admittance using Taguchi method 

This subsection is devoted to the application of Taguchi method for solving the admittance equation 

and the evaluation of the SEIG performance parameters using the obtained optimal solution. The two main 

concepts of Taguchi optimization process developed in the previous section will be detailed in this section by 

developing each step alone: 

- Step (a) which is the selection of OA and problem initialization. The application of Taguchi’s 

optimization method begins as mentioned before by selecting the appropriate OA and setting the fitness 

or cost function (CF). Selection of OA must be done according to the number of factors or parameters 

which are of 2 (XM and F) in our case. By looking at the OA library, the OA L9(34) is selected for our 

problem. As the number of parameters is only two, only the first two columns are kept, as shown in Table 

1. In order to characterize the non-linear effect, three levels are needed for each factor. The cost function 

is the absolute value of the admittance as (9) while S/N ratio is calculated using (15).  

- Step (b) which is computation of factor levels. To conduct the nine experiments specified by the OA 

cycle, levels being denoted by 1, 2 and 3 must be converted to their appropriate numerical values. To this, 

the middle level that is 2 is first computed and the remaining levels will be derived using the level 

difference’s value being adopted. In the first iteration, level 2 of each parameter or factor is taken to be 

the middle of the search space [33]. The level difference is initialized using (16). 
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𝐿𝐷𝑗
1 =

𝑢𝑝𝑝𝑒𝑟(𝑗)−𝑙𝑜𝑤𝑒𝑟(𝑗)

𝑛𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑙𝑒𝑣𝑒𝑙𝑠+1
 (16) 

 

Where: the subscript j denotes the parameter pj, the superscript 1 denotes the first iteration. In the 

nominator, upper (pj) and lower (pj) are the search space limits of factor pj. In the paper, the lower values 

of the two factors used in the application of Taguchi’s algorithm are respectively {0.01, 0.01} while the 

upper values are {45, 2}. 

- Step (c) which is the S/N ratio computation and levels contribution. Table 2 shows conversion from levels 

to numerical values of factors. For each experiment Jk, characterized by values of the two factors, XM 

and F in the orthogonal array, the fitness or cost function and the S/N ratio are evaluated. After that, the 

total contribution of each level and for each factor is computed using (17). Table 3 gives the results of the 

application of (17) which are the values of the contribution of each level for each factor during the first 

iteration. 

 

 𝜂𝑎𝑣𝑔(𝑖, 𝑗) =
𝑞.∑ 𝜂𝑘𝑘,𝑂𝐴(𝑘,𝑗)=𝑖

𝑀
 (17) 

 

 

Table 2. Level values, fitness values and S/N ratios of the first iteration 
L9(3

4) Level values 
|Y|, -1 S/N ratio (dB) 

Experiments, Jk Xm F 

1 18.055 0.955 0.3196 9.9085 

2 18.055 1.050 1.0883 -0.7347 
3 18.055 1.145 1.9684 -5.8821 

4 20.050 0.955 0.3250 9.7614 

5 20.050 1.050 1.0913 -0.7587 
6 20.050 1.145 1.9704 -5.8911 

7 22.045 0.955 0.3295 9.6427 

8 22.045 1.050 1.0938 -0.7785 
9 22.045 1.145 1.9721 -5.8985 

 

 

Table 3. Response table of the first iteration 
 Factors 
 Xm F 

Average S/N ratio (dB) Level 1 1.0972 9.7709 

Level 2 1.0372 -0.7573 

Level 3 0.9886 -5.8906 

 
 

- Step (d) which is the dentification of optimal level values. The largest value of the average S/N ratio 

which means the smallest value of the admittance’s absolute value corresponds actually to the optimal 

level for that factor. Once the optimal level value for each factor is obtained, the best minimum of the 

admittance for the current cycle is calculated. For example, from Table 3 we can easily identify the 

optimum levels for the first iteration which are: level 1 for the factor XM and level 1 too for factor F. The 

combination of these optimal levels is considered as the optimal solution candidate up to this iteration. 

This solution is used after that to conduct another experiment which may or not be among the OA’s nine 

experiments to calculate the current best fitness value. The current best fitness value will be used to check 

the termination criterion that is chosen to be Jmin (t) - Jmin (t-10). Where t is the iteration number and 

 is the error criterion chosen by the user according to the desired precision. The algorithm is terminated 

if either there is no more improvement in the optimum solution or the maximum number of iterations is 

exceeded. 

- Step (e) which is updating the level values. In case the termination criterion is not satisfied or the 

maximum number of iterations is not exceeded, the level values must be updated for the next cycle. First 

the level 2 will take the optimal solution value of the current cycle and the remaining levels are updated 

with the same procedure of the initialisation with the level difference being modified according to (18). 

 

𝐿𝐷𝑗
𝑡 = 𝐿𝐷𝑗

𝑡−1. 𝑒−(
𝑡

𝑇
)

2

  (18) 

 

Where T is the duration width of the Gaussian function and t is the current iteration. The next iteration 

starts by updating the orthogonal array by using the new level values to conduct the new experiments then 

repeat steps (b) then (c) followed by (d) and finally (e) till the termination criterion is satisfied. Figure 2 

depicts the flowchart which summarizes the above-mentioned steps of Taguchi optimization algorithm to 

minimize the SEIG’s admittance absolute value. 
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For the sake of test, Figure 3 shows the fitness or the minimum found of the admittance during the 

whole iterative optimization process for the following external parameters: rotor speed v=1.1pu, excitation 

capacitance C = 25µF and a load impedance ZL = 10° pu. The optimization process has been ended by the 

fact that there was no more improvement in finding the minimum value of the admittance. The number of 

iterations seems to be high however the number of function evaluation by iteration is only 9 which give a 

total of 900 evaluations. The optimized global minimum found is 2.24.10-16 corresponding to the optimal 

solution of (XM,F) = (2.8339pu, 0.9498pu). 
 

 

 
 

Figure 2. Flowchart of the Taguchi algorithm being used in the minimization of the absolute value 

of the admittance 
 

 

 
 

Figure 3. Minimum of the cost function found by Taguchi algorithm versus iteration 

 

 

5. COMPUTATION RESULTS AND DISCUSSION 

Performance parameters of SEIG are calculated by obtaining first the solution of (1); which are the 

values of XM and F. Using these values as well as the saturation characteristic (shown in (10)) of the studied 

machine, the air-gap voltage (Vg) is calculated. Finally, the output parameters which represent the 

performance characteristics of the generator namely: the stator current, the load current, the output voltage, 

and the output power are evaluated using (11)-(14). In the following two subsections, the optimization 

accuracy using Taguchi method in obtaining the solution for the SEIG analysis is assessed; the input 

parameters, which alter both the self-excitation process and output parameters of the SEIG are varied. That 
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is, the optimizer should provide the appropriate values of F and XM (global optimum solution) to be used in 

the performance parameters evaluation. To this end, two loops are executed simultaneously in which the 

inner one involves the load impedance variation while the external loop is the rotor speed or the excitation 

capacitance loop. For each combination of the rotor speed, load impedance and excitation capacitance, the 

Taguchi algorithm shown in Figure 2 is run for solving (1) for XM and F values. High accuracy computation 

of XM and F is of great significance as their values are used in the evaluation of all performance parameters.  

 

5.1. Minimization of admittance using Taguchi method 

The first test concerns the rotor speed variation of the SEIG (i.e., the multiplication of the gearbox 

ratio and the wind turbine speed). The randomness of the wind speed directly affects the one of the turbines. 

The latter has direct influence on both the self-excitation process and the the machine performance. The 

evaluation method of this effect is as follows: the excitation capacitance value is kept constant (C = 25μF) 

while the rotor speed is changed within a specific range. It is worth mentioning that for each speed value, the 

load impedance to which the machine provides power varies from a minimum value to a value that renders 

the machine unloaded, the performance parameters variation is saved. Figure 4 and Figure 5 show 

respectively the XM and F values obtained from minimizing the admittance’s absolute value by the Taguchi 

method. Figure 6 clearly illustrates the optimization performance of the Taguchi algorithm and this 

regardless of the specified values of the rotor speed or the load impedance. One can notice from the same 

figure that the average value of the minimum obtained by Taguchi algorithm is about 10-15. 

The results show that induction generator cannot operate if the unsaturated value is lower that 

magnetizing reactance provided by the optimizer. In other words, self-excitation process cannot take place. 

An example can be taken from Figure 4, the rotor speed v=0.9 pu and the load impedance ZL is less than 1.5 

pu, the figure shows that XM is greater than X0, which leads to failure of self-excitation. Moreover, sometimes 

although XM is less than the unsaturated value which means there is self-excitation for a given external 

parameters (i.e., capacitance, rotor speed and load impedance values), the generator’s operating point is 

within the unstable region. The latter is identified by points in the curve of XM which are situated within the 

curve’s bended region. In Figure 7 the unstable region is illustrated by a positive slope while normal 

operation region has a negative slope (e.g. the voltage decreases as the supplied active power increases). It 

can be deduced also from Figure 7 that narrower normal operating region of the asynchronous generator 

results when XM is closer to X0. 

 

 

  
 

Figure 4. Magnetizing reactance (XM) versus load 

variation for different speeds and C=25µF 

 

Figure 5. Frequency (F) versus load variation and 

different speeds with C=25µF 

 

 

5.2. Variation of excitation capacitance and load impedance 

The second important external parameter is the capacitance of the capacitor bank connected to the 

induction generator’s stator terminals. The rotor speed is now set to 1.1 pu and the capacitance is varied from 

15µF to 35µF. The XM and F values resulted by the Taguchi’s optimization algorithm are illustrated in both, 

Figure 8 and Figure 9, respectively. Figure 10 shows the optimization performance of Taguchi’s algorithm 

which is the minimum admittance w.r.t load impedance. The average value of the accuracy is about 10-15 

which seems to be very satisfactory. Besides, it shows the ability of Taguchi’s algorithm in achieving the 

global optimal solution even for large external parameters variations. 

Upon comparison of results depicted in Figure 5 and Figure 9, it is worth noting that the output 

frequency has a great dependence on the prime mover speed, meanwhile, it is less sensitive to the excitation 

capacitance. Moreover, from the results depicted of Figure 11, one can notice that the capacitance increases 



      ISSN: 2088-8694 

Int J Pow Elec & Dri Syst, Vol. 15, No. 2, June 2024: 769-783 

778 

leads to enlarging the normal operating region and increasing the power delivering capability of the SEIG. 

However, the SEIG will always have a maximum power which is the point where the curve bends. 
 
 

  
 

Figure 6. Minimum admittance found by Taguchi 

algorithm with C=25µF 

 

Figure 7. Output voltage versus real power variation 

for different speeds with C=25µF 
 

 

  
 

Figure 8. Magnetizing reactance (XM) versus load 

variation for different capacitance and v=1.1pu 

 

Figure 9. Frequency (F) versus load variation for 

different capacitance and v=1.1pu 
 

 

  
 

Figure 10. Minimum admittance found by Taguchi 

algorithm, v=1.1pu 

 

Figure 11. Output voltage versus real power 

variation for different capacitances and v=1.1pu 

 

 

6. ASSESSMENT OF TAGUCHI ALGORITHM 

To show the performances of Taguchi algorithm in the analysis of SEIG’s steady state parameters, it 

has been compared with recently applied algorithm for the same purpose. Table 4 depicts the comparison of 

Taguchi with direct, fsolve and cuckoo search algorithm that have been recently applied for the computation 

of SEIG performance parameters in [19], [20], [31], [32], respectively. The four algorithms were executed on 

the same computer having (Intel (R) Core (TM) i3 CPU@2.53GHz 3,00Go RAM) to minimize the 

admittance for the following external parameters: load impedance Zl =1pu, power factor =0.8 lagging, 

Excitation capacitance C=45F and rotor speed v=1.1 pu. 
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Table 4. Comparison of Taguchi with direct, fsolve, and CS 

Algorithm 
Solution Accuracy 

Running time in seconds Tuned parameters 
Xm, pu F, pu |Y|, -1 

Taguchi 1.7714 0.9624 4.4409e-016 0.1250 1 (q) 

Fsolve [19], [20]  1.7714 0.9624 2.6695e-012 0.1720 - 

direct [31] 1.7714 0.9624 1.6063e-009 0.4990 1 () 

CS [32] 1.7714 0.9624 1.7491e-014 0.1710 3 (Pa , , ) 

 

 

 As the number of experiments set by the OA used in Taguchi algorithm is 9, the population size in 

CS algorithm is set to 9 host nests. As for the other algorithms, direct needs the knowledge of search space 

and fsolve MATLAB built-in function needs only an initial guess. The four algorithms converged to the same 

solution but with different accuracies and Taguchi algorithm’s accuracy is the best one. From the same table, 

one can notice that Taguchi algorithm requires less time for convergence. It has only one parameter being the 

number of levels that needs a prior tuning. Furthermore, most of the applications assign a number of two or 

three to this parameter. In other words, it is not a random number while direct’s accuracy is very sensitive to 

the value of  that is randomly tuned. Cuckoo search algorithm needs three parameters to be tuned and its 

convergence depends on the appropriate selection of these parameters. As for fsolve MATLAB function, it 

has no parameter to be tuned but needs an accurate initial guess for convergence. In addition to the accuracy, 

convergence time and required tuned parameters, Taguchi algorithm is based on simple instructions and 

arithmetic operations which make it the simplest for implementation.  

 

 

7. EXPERIMENTAL VALIDATION 

In order to evaluate the performance of the Taguchi algorithm in the analysis of the SEIG steady 

state performance, computed results are compared to the experimental one quoted from [18]. Figure 12 

illustrates the schematic diagram of the experimental setup where the SEIG is driven by a prime mover. A dc 

motor is employed to emulate the wind turbine and spin the induction generator’s rotor with variable speed. 

A variable three-phase capacitor bank is connected at the output of the three-phase stator terminals to provide 

the machine with the required excitation or reactive power. The generator’s terminal voltage is connected to a 

variable three-phase load. The latter can be resistive, inductive or capacitive load. 

 

 

 
 

Figure 12. Schematic diagram of three-phase self-excited induction generator 

 

 

The per-phase equivalent circuit parameters and the ratings of the squirrel cage asynchronous 

machine are provided in (10). The experimental magnetization characteristic of this machine and its fitted 

curve which illustrates the change of the ait-gap voltage versus the magnetizing reactance, is giving in Figure 

13. This curve is obtained by performing the open circuit test with different values of the stator voltage while 

neither the excitation capacitor nor the load are connected to the stator terminals. This test consists in driving 

the induction generator with constant speed (that is the synchronous speed) and applying a variable three-

phase voltage across the stator terminals then measure the stator current. The operation of the rotor at 

synchronous speed (F=v) allows to make the current in the rotor equals to zero a shown in Figure 1.  

A relationship between (V/F) versus the magnetizing reactance can be found by considering the fact that XM 

is very high compared to the stator leakage reactance and neglecting the iron loss resistance then solving the 

obtained KVL equation for XM. The obtained experimental points (in red color) are shown in Figure 13. 

Figure 14 shows the measured and the predicted terminal voltage versus the load current variation for the 

prime mover speeds of v=1.167pu and v=1pu while the excitation capacitance in the capacitor bank has been 
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set to 20µF. The squares on the graph represent the measured results, however, the computed results are 

provided by changing the impedance value from 1pu to 40pu and are represented in the graph by a continuous 

line, the optimizer algorithm used for minimizing the admittance provides the values of magnetizing reactance 

and frequency. The values of the output load voltage and current are predicted by using the provided values 

(hereafter, magnetizing reactance and frequency) and the fitted magnetization curve. 

 

 

 
 

Figure 13. Machine’s magnetization curve 

 

 

It is worth noting that a good agreement between the measured values of load voltage and currents 

and their predicted ones using Taguchi optimization algorithm. Increasing the load current is achieved by a 

decrease of the load impedance but this will result in greater terminal voltage drop, Figure 14. Furthermore, 

according to Figure 7, down to some threshold (minimum load impedance), the machine will be unstable, on 

the other hand; increasing the excitation capacitance allows the machine to handle higher load current 

operation but this may exceed its thermal limits. Figure 15 shows the computed and the experimental output 

voltage of the SEIG unloaded versus the variation of prime mover speed and excitation capacitance of 20µF. 

Figure 4 depicting the variation of XM versus ZL for various values of rotor speed can be used to 

explain the output voltage variation as a function of rotor speed. That is, for a given load impedance, 

increasing the rotor speed results in falling of XM. The magnetizing curve of the asynchronous generator 

(Figure 13) shows that Vg/F gets higher if XM decreases even though frequency (F) increases. This means 

that that increase of Vg is dominant. In other words, by combining (11) and (12), one can derive the following 

equation. 
 

𝑉𝐿 = 𝑉𝑔.
(𝑌𝐴+𝑌𝑟)

(𝑌𝐿+𝑌𝐶)
  

 

 

 
 

Figure 14. Output voltage with respect to load current for C=20µF and different values of v (v=1 and 

v=1.167) (continuous line) computed, (squares) experimental 
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As iron loss is neglected (see Table 5) then YA can be simply substituted by YM. Furthermore, Yr, 

YL, and YC are constant, while YM and Vg have increased leading to an increase of VL. This explains the good 

agreement between the predicted voltage across the generator and the measured one. Additionally, for a 

given prime mover speed, increasing the load current will increase both the magnetizing reactance (see 

Figure 4) and the load admittance. In addition to that, according to the previous equation, the load voltage 

across the SEIG will decrease. 

 

 

 
 

Figure 15. Output voltage versus to rotor speed with motor unloaded and C=20µF: (continuous line) 

computed and (squares) experimental 

 

 

Table 5. Squirrel cage induction machine parameters 
Designation Values 

Rated power 750 W 

Rated and base voltage, Vb 220 V 

Rated and base phase current, Ib 2.31 A 
Rated frequency, Fb 60 Hz 

Rated speed, N 1800 rpm 
Base impedance, Zb 95.24 Ω 

Stator resistance, Rs 0.1108 pu 

Rotor resistance, Rr 0.132 pu 
Stator reactance, Xs 0.1573 pu 

Rotor reactance, Xr 0.1573 pu 

Iron loss resistance, RM (neglected effect) ∞ 
Unsaturated value of magnetizing reactance, X0 2.64 pu 

 

 

8. CONCLUSION 

In the present paper, a global optimization algorithm based on Taguchi’s method is applied to 

compute the SEIG performance parameters through finding the solution of the admittance equation. The 

solution is highly sensitive to the input parameters of the SEIG in a way that their variations need an 

appropriate choice of the initial guess for local search optimization algorithms or an adequate limitation of 

search space for global optimizers. This difficulty makes various optimization algorithms yielding 

suboptimal solutions. This difficulty is eliminated by the proposed Taguchi method-based optimization 

algorithm which is a powerful and an efficient algorithm that can solve the SEIG analysis problem with a 

high accuracy besides its ease of implementation. The proposed optimization algorithm eliminates: i) The 

need to first carry out the tedious task of the admittance segregation into real and imaginary parts and the 

gradient matrix evaluation; ii) The need for the initial guess to start iterations; and iii) The need for an a priori 

knowledge of the problem for limiting the search space. Results of comparison in terms of accuracy, 

convergence time and required number of tuned parameters, allows concluding that Taguchi method can be a 

powerful tool for the evaluation of induction generators performances. 
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