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 To optimize the electrical output of a photovoltaic system, maximum power 

point tracking (MPPT) methods are commonly employed. These techniques 

work by operating the photovoltaic system at its maximum power point 

(MPP), which varies based on environmental factors like solar irradiance and 

ambient temperature, thereby ensuring optimal power transfer between the 

photovoltaic system and the load. In this paper, an artificial neural network 

(ANN) is selected as an MPPT technique. The main contribution of the work 

is to introduce a softplus function trained artificial neural network-based 

maximum point tracking (SP-ANN MPPT). The proposed method is then 

compared with a sigmoid function trained artificial neural network-based 

maximum point tracking (SM-ANN MPPT). The simulation and experimental 

results show that SP-ANN MPPT is able to track high power than SM-ANN 

MPPT in different conditions. 
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1. INTRODUCTION 

The demand for energy is increasing due to the increase in population, industrial, and economic 

development. Fossil fuel is one of the important sources of energy. However, the storage of fossil fuel in this 

world is limited, and the usage of fossil fuel is polluting our world. Besides, the inconsistency of fossil fuel 

prices will affect the economic stability of a country. Therefore, the issue of the development of renewable 

energy is gaining attention among developed and developing countries. The main sources of renewable energy 

can be found in the form of solar, hydropower, wind, and bioenergy. Solar energy is more area-independent than 

other renewable energy resources. Almost everywhere on earth, receiving sunlight can harness solar energy, and 

it does not pose an environmental threat. Bulky mechanical generators are not required for solar energy 

harvesting, as with wind, hydro, and vibration energy harvesting systems, and these systems may suffer wear 

and tear after a long period of time. Therefore, the maintenance costs of parts replacement are relatively high 

compared to photovoltaic system. Figure 1 illustrates the general block diagram of a photovoltaic system [1]. 

The input and output of the DC/DC converter is connected to the photovoltaic array and load, respectively. The 

maximum power point tracking (MPPT) controller generates an appropriate duty cycle for the DC/DC converter 

so that it can extract maximum power from the photovoltaic (PV) array. The input of the MPPT controller can 

be the PV array current and voltage [2], [3] or light irradiance intensity and ambient temperature [4], [5]. 

Partial shading condition (PSC) is one of the common problems in PV systems. PSC occurs when the 

PV array operates in non-uniform irradiance and temperature situations such as shading from trees, passage of 

clouds, and internal cell mismatch. The maximum power point (MPP) of a PV system depends on shading 

patterns on each individual PV module during PSC. Figures 2(a) and 2(b) illustrate the power vs duty cycle 
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curves with different shading patterns for a photovoltaic system in which two PV modules are connected in 

series. From Figure 2, it is shown that the duty cycle of MPP varies as the shading pattern changes. Hence, 

maximum power point tracking (MPPT) is a necessary technique in a photovoltaic system to track the MPP. 

There are different techniques of MPPT [6]−[9]. An artificial neural network (ANN) is used in this work as an 

MPPT technique. The primary benefits of using the ANN technique with PV systems are its independence 

from a deep understanding of the internal system characteristics and its ability to identify nonlinear 

relationships between dependent and independent variables. 
 

 

  
(a) 

 
(b) 

 

Figure 1. Typical block diagram of a 

photovoltaic system 

 

Figure 2. Power vs duty cycle of a PV system for  

(a) shading pattern A and (b) shading pattern B 
 

 

2. THEORITICAL ANALYSIS 

2.1.  Artificial neural network 

An artificial neural network (ANN) is an information processing model similar to the human brain 

[10], [11]. ANN normally starts with the input layer and ends with the output layer. There is/are one or more 

hidden layers between the input and output layers, showing an ANN with one hidden layer. Figure 3 illustrates 

an ANN structure with one hidden layer. 

The input layer received input data which it is preferable that the range is between zero and one. ANN 

is composed of a large number of interconnected processing units, which are called neurons, to solve a 

particular problem. Each neuron is information connected to other neurons by a connection link. Each 

connection link is associated with weights that contain information about the input signal. This information is 

utilized by the neural network to address a specific problem. The behavior of an artificial neural network (ANN) 

is defined by its capability to learn, recall, and generalize training patterns or data, mimicking the functionality 

of the human brain. Therefore, the processing elements in an artificial neural network (ANN) are referred to as 

neurons. Each neuron possesses its own internal state, which is known as the neuron's activation level. The 

activation signal of a neuron is transmitted to other neurons. Figure 4 shows the fundamental structure of a 

neuron in ANN and the linear relationships between the input and output of a neuron. The activation function 

is to introduce non-linearity in the network. The output of neurons can be presented as [12], y = f(z), with (1). 
 

𝑧 = ∑ 𝑤𝑚𝑥𝑚 + 𝑏𝑀
𝑚=1  (1) 

 

Where y is the output of the neuron, f  is the activation function, m is the number of inputs, wm is the weight 

corresponding to the incoming input xm, and b is an offset. 
 

 

2.2.    Activation functions 

2.2.1. Sigmoid 

The sigmoid activation function is a commonly used activation function in neural networks [13]. It 

maps the input value to a range between 0 and 1. Mathematically, it is expressed as (2) [14]. 

 

𝑓(𝑥) =
1

1+𝑒−𝑥 (2) 

 

The sigmoid function is characterized by its S-shaped curve, as shown in Figure 5. It takes any real-valued 

input and squashes it to the (0, 1) range, making it useful for model probabilities or binary classifications. 

 

2.2.2. Hyperbolic tangent 

The hyperbolic tangent activation function, commonly known as Tanh, is another popular choice. 

Tanh is an activation function that is similar to the sigmoid function, but it maps its input to a range between -
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1 and 1, providing a wider output range than the sigmoid function, which is 0 to 1. The Tanh activation function 

is defined as (3) [15]. 
 

𝑓(𝑥) =
𝑒𝑥−𝑒−𝑥

𝑒𝑥+𝑒−𝑥 (3) 

 

Tanh improved upon the limitations of the sigmoid function, mainly by being zero-centered, which 

helps prevent the vanishing gradient problem to some extent. However, it still suffers from the vanishing 

gradient issue outside of the range [-1, 1], where the derivative becomes very close to zero, slowing down 

training for deep networks. Despite being better than the sigmoid function in some cases, Tanh still has some 

shortcomings that have led to the popularity of the rectified linear unit (ReLU) and its variants. The main 

drawback of Tanh is that it can exhibit saturated behavior outside the range [-1, 1], leading to slow convergence 

and gradients approaching zero in those regions. Figure 6 illustrates the Tanh function. 
 

 

  
 

Figure 3. ANN structure 

 

Figure 4. Structure of neuron in ANN 
 

 

  
 

Figure 5. Sigmoid function 

 

Figure 6. Tanh function 
 

 

2.2.3. Rectified linear unit 

The primary constraints of Sigmoid and Tanh activation functions are their tendency to produce 

saturated outputs and contribute to heightened complexity. In contrast, the rectified linear unit (ReLU) has 

emerged as the leading choice for activation functions, due to its simplicity and enhanced performance. It can 

be written as (4) [16]. 

 

𝑓(𝑥) = {
𝑥      if 𝑥 ≥ 0

0     otherwise
 (4) 

 

The waveform of the ReLu function is shown in Figure 7. 

 

2.2.4. Softplus 

The softplus function serves as a smooth approximation of the ReLU function, effectively eliminating 

the corner point in the ReLU graph and substituting it with a gentle curve. Softplus presents an alternative to 
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ReLu due to its differentiability and the ease with which its derivative can be demonstrated. The (5) shows the 

softplus function formula [17]. 

 

𝑓(𝑥) = ln (1 + 𝑒𝑥) (5) 

 

Figure 8 demonstrates the waveform of the softplus function. 

 

 

  

 

Figure 7. ReLU function 

 

Figure 8. Softplus function 

 

 

3. MOTIVATION AND METHODOLOGY 

From the review of ANN-based MPPT methods [18]−[26], most of the design mechanisms utilize the 

sigmoid function as the activation function for ANN. However, none of the designs consider the use of the 

softplus activation function or include hardware validation for ANN-based MPPT. Therefore, the motivation 

of this paper is to design a softplus function trained ANN-based MPPT (SP-ANN MPPT) using by 

microcontroller. The proposed method is then compared with a sigmoid function trained ANN-based MPPT 

(SM-ANN MPPT). Figure 9 demonstrates the proposed block diagram of MPPT. The MPPT controller is 

developed by practicing ANN. A multi-layer perceptron (MLP) is elected in this paper. The input layers are 

the irradiance of each PV module and the ambient temperature. The hidden layer contains 150 neurons, which 

receive data from the input layer and send it to the output layer. The output layer contains a neuron that indicates 

the duty cycle of the boost converter. 

The proposed method is evaluated through both simulation and experimental testing. For the 

simulation evaluation, a Simulink model is developed, as illustrated in Figure 10. The electrical parameters of 

the boost converter are set are L = 100 µH, C = 20 µF, and switching frequency (fsw) is 31 kHz. The first step 

is to collect data for the training of the ANN. To gather a variety of data values, the model is tested under 

various weather conditions, with irradiance ranging from 500 to 1000 W/m2 and temperature ranging from 

30 °C to 40 °C. The maximum power point (MPP) and the corresponding duty cycle for each weather condition 

are recorded. The dataset is divided into two groups: training and validation data. The training data is used to 

train the neural networks, while the validation data is utilized to evaluate the performance of the trained neural 

networks. In this simulation, the dataset comprises 15 training samples and 5 validation samples. Both the SP-

ANN and SM-ANN models are trained using the backpropagation algorithm [27] implemented in MATLAB.  

Next, an experimental evaluation was carried out. A main board comprising a boost converter and 

modules for sensing voltage, current, temperature, and irradiance was designed and fabricated as a single PCB. 

The electrical parameters of the boost converter are identical to those used in the simulation model shown in 

Figure 10. An Arduino Mega 2560 was selected as the MPPT controller. Figure 11 illustrates the 

microcontroller interfacing with the main board via header pins, functioning as an MPPT charge controller. 

Figures 12(a) and 12(b) illustrate the configuration of a PV module and the overall experimental setup. The 

photovoltaic modules are shaded with different patterns, and the corresponding photovoltaic modules’ 

irradiances, temperature, and the maximum power duty cycles are recorded to form the dataset for training and 

validation. The data is sent to the laptop via serial communication. In this experimental evaluation, 100 data is 

used for training and 30 data is used for validation. The backpropagation algorithm is employed for the training 

process. After training, the optimized weights and biases were then implemented in an Arduino Mega 2560, 

which serve as an MPPT controller. 
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Figure 9. Proposed ANN-based MPPT system 

 

 

 
 

Figure 10. Simulink model for simulation validation 

 

 

The proposed method is evaluated through both simulation and experimental testing. For the 

simulation evaluation, a Simulink model is developed, as illustrated in Figure 10. The electrical parameters of 

the boost converter are set are L = 100 µH, C = 20 µF, and switching frequency (fsw) is 31 kHz. The first step 

is to collect data for the training of ANN. To gather variety of data values, the model is tested under various 

weather conditions, with irradiance ranging from 500 to 1000 W/m2 and temperature ranging from 

30 °C to 40 °C. The maximum power point (MPP) and the corresponding duty cycle for each weather condition 

are recorded. The dataset is divided into two groups: training and validation data. The training data is used to 

train the neural networks, while the validation data is utilized to evaluate the performance of the trained neural 

networks. In this simulation, the dataset comprises 15 training samples and 5 validation samples. Both the SP-

ANN and SM-ANN models are trained using the backpropagation algorithm [27] implemented in MATLAB. 

Next, an experimental evaluation was carried out. A main board comprising a boost converter and 

modules for sensing voltage, current, temperature, and irradiance was designed and fabricated as a single PCB. 

The electrical parameters of the boost converter are identical to those used in the simulation model shown in 

Figure 10. An Arduino Mega 2560 was selected as the MPPT controller. Figure 11 illustrates the 

microcontroller interfacing with the main board via header pins, functioning as an MPPT charge controller. 

Figures 12(a) and 12(b) illustrate the configuration of a PV module and the overall experimental setup. The 

photovoltaic modules are shaded with different patterns, and the corresponding photovoltaic modules’ 

irradiances, temperature, and the maximum power duty cycles are recorded to form the dataset for training and 

validation. The data is sent to the laptop via serial communication. In this experimental evaluation, 100 data is 

used for training and 30 data is used for validation. The backpropagation algorithm is employed for the training 

process. After training, the optimized weights and biases were then implemented in an Arduino Mega 2560, 

which serves as an MPPT controller. 
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(a) (b) 

 

Figure 11. MPPT charge controller: (a) top view and (b) side view 
 
 

  
(a) (b) 

 

Figure 12. Experimental setup for (a) PV module and (b) overall system 
 

 

4. RESULT AND DISCUSSION 

4.1.  Simulation results 

Figures 13 and 14 illustrate the training and validation regression plots for SP-ANN and SM-ANN 

based on the Simulink model shown in Figure 10. The training regression R-squared values for SP-ANN and 

SM-ANN are 0.7922 and 0.5561, respectively, while the validation regression R-squared values are 0.9166 

and 0.6887, respectively. The simulation results indicate that SP-ANN outperforms SM-ANN. This finding 

provides motivation to further validate the proposed method experimentally. 

 

4.2.  Experimental results 

Figure 15 depicts the mean squared error (MSE) plot for both softplus function trained ANN (SP-

ANN) and sigmoid function trained ANN (SM-ANN) for the experimental model as shown in Figure 12(b). 

Both the training and validation curves are decreasing, showing that the neural networks are trained well. 

The smoothness of the curve in Figure 15(a) is higher than that of Figure 15(b). This indicates that SP-ANN 

can learn in a stable and consistent manner if compared with SM-ANN. The best performance for both SP-

ANN and SM-ANN trainings was achieved at epoch 100000 and 64310, and the MSE observed is 0.00317 

and 0.063. Additionally, the difference between the training and validation curves of SP-ANN is smaller 

than that of SM-ANN. This indicates that SP-ANN can predict the duty cycle more accurately than SM-

ANN for both seen and unseen situations. 

The experimental comparison of SP-ANN and SM-ANN is further validated by using linear 

regression, as shown in Figures 16 and 17. From the statistical results, it is evident that SM-ANN struggles to 

accurately predict duty cycles below 0.4. SP-ANN shows an excellent R-squared in both training and validation 

if compared with SM-ANN. This suggests that SP-ANN can better capture the variability of the overall data 

than SM-ANN. 

In the final step, the performance of SP-ANN and SM-ANN-based MPPT methods was evaluated 

through field tests conducted outdoors on sunny days. The tests included three validation conditions: unshaded 

(pattern 1), shaded at PV module 1 (pattern 2), and shaded at PV module 2 (pattern 3), as illustrated in 

Figure 18. The MPP tracked by both methods were recorded from 7 AM to 7 PM, as shown in Figure 19. The 



                ISSN: 2088-8694 

Int J Pow Elec & Dri Syst, Vol. 16, No. 2, June 2025: 1174-1183 

1180 

highest power tracked by SP-ANN for patterns 1, 2, and 3 was 4.35 W, 3.8 W, and 3.73 W, respectively. In 

contrast, the highest power tracked by SM-ANN for the same patterns was 3.88W, 2.77 W, and 2.96 W, 

respectively. The overall results indicate that the SP-ANN based MPPT is more efficient than the SM-ANN 

based MPPT. 
 

 

  
(a) (b) 

 

Figure 13. Training regression plot of (a) SP-ANN and (b) SM-ANN for the simulation model 
 

 

  
(a) (b) 

 

Figure 14. Validation regression plot of (a) SP-ANN and (b) SM-ANN for the simulation model 
 

 

  
(a) (b) 

 

Figure 15. MSE plot of (a) SP-ANN training and (b) SM-ANN training 

 

 

  
(a) (b) 

 

Figure 16. Training regression plot of (a) SP-ANN and (b) SM-ANN for the hardware model 
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(a) (b) 

 

Figure 17. Validation regression plot of (a) SP-ANN and (b) SM-ANN for the hardware model 
 

 

   

(a) (b) (c) 
 

Figure 18. Test setup to simulate (a) pattern 1, (b) pattern 2, and (c) pattern 3 shading conditions 
 
 

  
(a) (b) 

 
(c) 

 

Figure 19. SP-ANN and SM-ANN based MPPT for (a) pattern 1, (b) pattern 2, and (c) pattern 3 
 

 

5. CONCLUSION 

In this paper, a soft plus function trained ANN-based (SP-ANN) MPPT is proposed. The proposed 

method is compared with sigmoid function trained ANN-based (SM-ANN) MPPT by using simulation and 

experimental validation. The proposed photovoltaic system consists of two series connected PV modules, a 

MPPT controller, boost DC/DC converter, and a resistive load. Arduino Mega 2560 is used as MPPT controller. 

Based on the performance results, it has been identified that SP-ANN MPPT has better mean square error 

(MSE) and linear regression if compared with SM-ANN MPPT. Besides, SP-ANN MPPT demonstrates better 

performance than SM-ANN MPPT in field test. The future work will focus on validate the proposed method 

with different kinds of load. 
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