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 In order to enhance the reliability and economic feasibility of power 

systems, this research presents a hybrid control method for the optimal 

design of hybrid renewable energy sources (RES), including fuel cells, solar 

photovoltaic (PV), and wind power. Optimization of the power system to 

enhance efficiency and reduce downtime is achieved using the side blotched 

lizard optimization with multi-objective artificial tree algorithm (SBL-

MAT). The research intends to reduce costs in wind, PV, and FC scenarios 

and make it reliable for load delivery at a low cost and high level of 

dependability. While a mathematical model of SBL behavior demonstrates 

the need to discover and implement global optimizing approaches, the MAT 

algorithm resolves the supervised classification challenge. Possible benefits 

of the proposed technology include increased reliability and decreased 

maintenance costs for electrical systems. The proposed approach enables 

cost-effective and reliable load generation from PV, wind, and fuel cell 

systems, regardless of the volatility of the weather. Using 

MATLAB/Simulink, the assessment of parameters like recall, specificity, 

accuracy and precision is carried out and the results were 99.91%, 99.85%, 

99.65%, and 99.325%, respectively. The parameters loss of load expectation 

(LOLE) and loss of energy expectation (LOEE) are calculated for analysis 

using both current and future technology. 
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1. INTRODUCTION 

Renewable energy sources (RES) have the ability to contribute significantly to addressing gaps in 

energy distribution. These sources provide a sustainable energy delivery method while simultaneously 

reducing local and global air pollution [1]. These phenomena may be ascribed to the notion that RES has a 

substantial potential to amplify imbalances in the energy distribution domain [2]. The use of distributed 

energy resources demonstrates significant engagement, mostly attributable to the cost-effective installation 

prerequisites associated with RES [3]. The inadequacy of energy in renewable energy source (RES) programs 

may be ascribed to the continual increase in energy demand, the finite nature of fossil fuels, and the 

worsening global conditions [4]. This methodology facilitates the production of electrical energy on the 

consumer side, especially in regions characterized by power networks with restricted capacity. To improve 

https://creativecommons.org/licenses/by-sa/4.0/
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the sustainability of outlying regions, the majority of the research has concentrated on standalone systems. 

Recent research on microgrids (MGs) evolved which are decentralized power systems that operate at lower 

voltage levels tackle energy difficulties at a local level effectively and facilitate the increase of capacity [5]. 

The system may function in either a grid-connected or island-based configuration, depending upon the 

existing circumstances [6]. Evaluating adaptive microgrids is essential, since future distribution networks will 

depend on novel smart grid concepts capable of functioning intelligently in diverse environmental  

conditions [7], [8]. Integrating photovoltaic (PV) producing units with wind production units in less densely 

populated regions offers a viable solution for meeting the energy demand [9], [10]. Furthermore, the 

inconsistencies in the sources do not align with the specified timeframe, and the expenses associated with 

addressing the reliability issues might be substantial [11], [12]. Hybrid systems may efficiently include non-

essential characteristics of solar and wind production sources, resulting in improved system dependability 

and cost savings [13], [14]. The inconsistency and unpredictability of renewable energy sources (RES) 

provide a significant barrier to their swift integration into the power grid, hence limiting their potential for 

fast expansion in the future [15], [16]. In this particular scenario, we leverage the various impacts of 

renewable energy on the need for a spinning reserve. The most significant reserves have been optimized to 

provide between 0.3% and 0.8% of the total wind power generating capacity to continental power networks. 

Other reserves are expected to contribute between 6% and 10% [17]. In addition, it has been shown that using 

schematic generators might lead to a decrease in performance of up to 9% [18]. Integrating energy storage 

devices has improved the system's adaptability by effectively tackling these issues [19], [20]. Nonetheless, 

the economic integration of these systems mostly relies on capacity pricing, wind power potential, and 

investment costs [21], [22]. Demand response initiatives are a viable alternative, with projections indicating 

that their implementation in the Canary Islands may provide savings of about 30% [23], [24]. 

In recent years, there has been a notable surge in financial resources allocated towards research on 

RES. As a result, several renewable technologies, ideal for use in rural and outlying regions, have been 

available to developing nations. The most efficient way to deal with the growing demand for energy is to 

maximize the use of available resources. The suggested setup involves a proper connecting circuit linking 

solar PV sources to DC loads. Based on the DC source's power needs, DC interface circuits typically allow 

the DC/DC converter to provide power to the DC source. Renewable energy sources are becoming more 

popular and efficient, which will have positive effects on the economy and help reduce energy use. The 

mitigation of global warming via the reduction of pollution caused by the use of fossil fuels is expected to 

positively impact both the condition of nature and the overall health of the planet. Compared to other energy 

sources, large areas have substantial potential for utilizing renewable energy resources. The escalating prices 

of oil, constraints in oil supply, apprehensions about climate change, and global warming are anticipated to 

drive an upsurge in the demand for renewable energy. In this research, the analysis focusing reliability of a 

power system is carried out by a combination of renewable energy sources, including PV, wind turbines 

(WT), and fuel cells (FC). The SBL-MAT technique is a proposed hybrid approach that integrates the side-

blotched lizard optimization [25] with the multi-objective artificial tree algorithm (SBL-MAT). The proposed 

work has the following contributions and advantages: 

- Development of a simulation setup to derivate improved and optimized system efficiency. 

- To compare and assess the parameters recall, specificity, accuracy, and precision of the proposed 

approach with existing approaches like genetic algorithm, particle swarm optimization, chemo-taxis 

algorithm (CA), Cuttlefish algorithm (CFA), May Fly-radial basis functional neural network (MA-

RBFNN) technique and tunicate swarm algorithm (TSA) and GEO algorithm. 

- Increasing the system reliability and reducing the production as well as operational costs. 

- To analyze the system's loss of load expectation (LOLE) and loss of energy expectation (LOEE). 

The subsequent portions of this work are outlined as follows: section 2 provides the detailed 

research gap analyzed. In section 3, the modelling of the SBL-MAT algorithm has been examined along with 

its comprehensive flowchart and analysis. The findings and examination of the simulation results for both the 

existing and new approaches are presented and deliberated in section 4. The article's conclusion and future 

scope are presented in section 5. 

 

 

2. MOTIVATION AND RESEARCH GAP 

Reliability and cost reduction in the power system have been briefly investigated using renewable 

energy sources. There was a fair amount of scope work in the new region. The literature review revealed that 

the particle swarm optimization method had a significant role in getting renewable energy sources to work 

more reliably and at a lower cost. The dependability of the power system and its cost have been enhanced and 

decreased by the use of additional approaches in an existing method. One way to make renewable energy 

sources less unstable is to use the time dependency approach. However, because of the attachment of 
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photovoltaic subsystems, the suggested approach has certain issues with delivering better dependability 

benefits. The filter selection method may determine the benefits of using a cluster of solar and wind turbine 

systems. The dependability has been measured in the presented approach based on the performance of every 

aspect of the system. The whole functioning of the system could be compromised if even a single component 

is damaged. In addition to improving the system's dependability, the particle swarm optimization (PSO) 

technique may lower the system's operating and maintenance costs. However, in some instances, the 

frequency variation problem is caused by renewable energy source concerns. The efficiency of the system is 

compromised by these issues with deviations. Consequently, the dispersed network did not get the 

dependable electricity that the design promised. To reduce these deviation concerns, additional money is 

needed. Studies depend heavily on wind and solar power, but there is a noticeable void in our understanding 

of other renewable energy sources. This is likely because there haven't been enough investigations into the 

models and technologies that may transform and combine various sources into integrated systems. As a 

result, the primary goals of a control strategy for a renewable energy system should be to keep an eye on the 

needed power, make the most efficient use of the available energy sources, and maintain a steady DC bus 

voltage in the MG-linked system. This problem can only be solved with an integrated MG system. These 

drawbacks and problems prompted this research because there are so few studies in the literature that provide 

solutions to this problem. 

 

 

3. MODELLING AND FORMULATION OF PROPOSED SYSYEM 

This section provides a in depth analysis about the modelling and formulation of various 

components used in the proposed system along with the characteristics. 

 

3.1.  Modelling of solar PV 

The solar cell, which is responsible for transforming solar energy into usable electricity, is the most 

crucial part of a PV system. When a PV cell is exposed to sunlight, a voltage or electric current is generated 

in the cell. A solar cell is made up of a light-absorbing material, like silicon. Electrons are jarred loose, 

allowing current to flow freely and creating a voltage difference. Solar photovoltaic systems can be installed 

on the ground, on a roof, on a wall, or even on water. A solar panel converts light energy into usable 

electricity by allowing photons to dislodge electrons from atoms. The semiconductor material formed the pn 

junction of the solar cell. An electron-hole pair is generated from the energy of photons when sunlight 

reaches a solar cell. The electrons and holes in the pair scatter, with the electrons moving into the n-region 

and the holes into the p-region, due to the electric field that is generated at the junction. Therefore, the 

voltage that a PV system produces is its output. Figure 1 displays the PV module schematic. Integral 

photocurrent (IPH) flows via the load that is linked to the cell's output terminals. An ideal photovoltaic cell's 

comparable circuit would include a diode and a current source linked in series. The terminals on the circuit's 

output are linked to the load. The (1) for the voltage-current relationship in a solar cell is here. 
 

𝐼𝑝𝑣 = 𝐼𝑃𝐻  
− 𝐼𝐷𝑅 (𝑒

𝑞𝑉𝑝𝑣

𝐾𝑡 − 1) (1) 

 

The quantity of available sunlight at a given location determines how much electricity a PV cell can generate. 

The (2) is used to express the hourly output of the PV sequence. 
 

𝑃𝑃𝑉
𝑡 = 𝑓𝑃𝑉𝑦𝑃𝑉 (

𝐼𝑡

𝐼𝑠
) (2) 

 

The (3) is used to get the PV panel output power from the backup information. 
 

𝑝𝑝𝑣 =
𝑆

1000
𝑝𝑝𝑣,𝑟𝑎𝑡𝑒𝑑 × 𝜂𝑝𝑣 . 𝐶𝑜𝑛𝑉 (3) 

 

3.2.  Modelling of WECS 

The fundamental operating mechanism of wind turbines involves the conversion of kinetic energy 

present in the wind into rotational kinetic energy inside the turbine. Subsequently, this rotational kinetic 

energy may be harnessed to generate electrical energy, which can then be transmitted via the electrical grid. 

The components of a wind turbine include rotor blades, a yaw mechanism, an electronic controller, a hub, a 

gearbox, a high-speed shaft with a mechanical brake, a low-speed shaft, a hydraulic system, a tower, an 

anemometer, a wind vane, and a cooling unit. Wind turbines have the capability to revolve around either a 

vertical or a horizontal axis. The horizontal axis wind turbine is characterized by the placement of its rotors 

upwind of the supporting tower. The wind turbines used in wind farms for the purpose of industrial electricity 

generation typically consist of three blades. The reduction in ripple torque results in enhanced dependability. 
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The use of gearless turbines for the purpose of eliminating gear speed has resulted in increased costs 

associated with permanent magnet direct drive generators. The monitoring of the gearbox and equipment in 

wind turbines is often conducted by using many accelerometers and strain gauges affixed to the nacelle, 

owing to challenges associated with data transmission. The achievement of changing the reference signal of 

the pulse width modulation (PWM) in each leg is facilitated by the reference signal in the gating circuit for 

the insulated gate bipolar transistor (IGBTs). The gating signals are generated by the process of comparing a 

sinusoidal reference voltage with a triangle waveform. Figure 2 illustrates the power circuit control and block 

diagram of a wind turbine. In the fundamental functioning of the circuit, the comparator will provide an 

output of one when the sinusoidal voltage exceeds the triangle waveform, while the output will be zero in all 

other cases. The equation provided in the WT expresses the relationship between the turbine's output power 

and torque with respect to its rotating speed. 

 

𝑃𝑊𝑇 = 0.5𝑎𝑑𝑒𝑛𝑠𝑖𝑡𝑦𝐵𝑐(𝜇, 𝛿) (
𝑇𝑟.𝜔𝑜𝑠

𝜆𝑜𝑠
)

3

 (4) 

 

𝑇𝜏 = 0.5𝑎𝑑𝑒𝑛𝑠𝑖𝑡𝑦𝐵𝑐(𝜇, 𝛿) (
𝑇𝑟

𝜆𝑜𝑠
)

3

𝜔𝑜𝑠 (5) 

 

The equation of the wind turbine and speed are expressed as (6). 

 

𝑃𝑊𝑇 = {

𝑉2−𝑉𝑐𝑖𝑛𝑤𝑠
2

𝑉𝑟𝑎𝑡𝑒𝑑
2 −𝑉𝑐𝑖𝑛𝑤𝑠

2 . 𝑃𝑟𝑎𝑡𝑒𝑑 ; 𝑉𝑐𝑖𝑛𝑤𝑠
≤ 𝑉 ≤ 𝑉𝑟𝑎𝑡𝑒𝑑

𝑃𝑟𝑎𝑡𝑒𝑑 ; 𝑉𝑟𝑎𝑡𝑒𝑑 ≤ 𝑉 ≤ 𝑉𝑐𝑜𝑤𝑠

0; 𝑉 ≤ 𝑉𝑐𝑖𝑛𝑤𝑠𝑎𝑛𝑑𝑉 ≥ 𝑉𝑐𝑜𝑤𝑠  

 (6) 

 

𝜔𝑜𝑢𝑡𝑝𝑢𝑡 =
𝜆𝑜𝑢𝑡𝑝𝑢𝑡

𝑟𝑠
. 𝑉𝑤𝑠 (7) 

 

The Cp-TSR characteristic is used to denote the WT, as seen in Figure 3. In order to determine the 

power output of a wind energy system (WES), the wind speed recorded at the height of the anemometer is 

first modified to align with the appropriate center height via the use of the power frame profile. 

 

TSR =
𝑆𝑀𝑅

𝑉
 (8) 

 

The assessment of power output involves the determination of the power curve of the wind turbine. The 

relationship between wind speed and photovoltaic (PV) array may be described by (9). 

 

𝑃𝑤𝑡
𝑡 = {

0 0 ≤ 𝑣 ≤ 𝑣𝑐𝑢𝑡𝑖𝑛𝑎𝑛𝑑 𝑣 ≥ 𝑣𝑐𝑢𝑡𝑜𝑢𝑡

𝑎 × 𝑣3 + 𝑏 × 𝑃𝑟𝑎𝑡𝑒𝑑 𝑣𝑐𝑢𝑡𝑖𝑛 ≤ 𝑣 ≤ 𝑣𝑟𝑎𝑡𝑒𝑑  
𝑃𝑟𝑎𝑡𝑒𝑑 𝑣𝑟𝑎𝑡𝑒𝑑 ≤ 𝑣 ≤ 𝑣𝑐𝑢𝑡𝑜𝑢𝑡  

 (9) 

 

 

 

 

 

Figure 1. Modelling of PV cell 
 

Figure 2. Modelling and control of WECS 
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Figure 3. CP – TSR characteristic of the wind generation system 

 
 

3.3.  Modelling of fuel cell 

Fuel cells (FC’s) are electrochemical devices that efficiently transform chemical energy into 

electrical energy via direct conversion. The FC has certain performance characteristics when subjected to 

non-uniform distribution, and it is economically viable when used on a large industrial scale. The FC has 

superior performance in terms of high stability production and demonstrates a more robust and dynamic 

reaction. The functional relationship between the input of the fuel cell (FC) and its output power is used to 

describe the power output of the FC. The evaluation of the performance of FC is outlined as (10). 
 

𝑝fuelc = Fuel.c  × 𝜂fuelc (10) 

 

3.4.  Operating strategy and methodology of proposed system 

The estimation of power delivered to the DC bus from renewable sources may be achieved by 

describing the outputs of photovoltaic (PV) and wind turbine (WT) systems. 
 

𝑝𝑟𝑒𝑛(𝜂𝑤𝑡
𝐹𝑎𝑖𝑙 . 𝜂𝑝𝑣

𝐹𝑎𝑖𝑙) = (𝑛𝑤𝑡 − 𝜂𝑤𝑡
𝐹𝑎𝑖𝑙) × 𝑝𝑤𝑡 + (𝑛𝑝𝑣 − 𝜂𝑝𝑣

𝐹𝑎𝑖𝑙) × 𝑝𝑝𝑣 (11) 
 

Here, we provide information about the installed capacity of photovoltaic (PV) and wind turbine (WT) 

systems, denoted as 𝑛𝑤𝑡𝑎𝑛𝑑𝑛𝑝𝑣, as well as the corresponding failure rate of PV and WT systems, denoted as 

𝜂𝑤𝑡
𝐹𝑎𝑖𝑙 , 𝜂𝑝𝑣

𝐹𝑎𝑖𝑙 . The dependability of the system is influenced by the presence or absence of the system. 

Furthermore, the energy derived from renewable sources is dissipated via two distinct mechanisms. Firstly, a 

portion of the energy is allocated to the DC/AC inverter in order to fulfill the load requirements. Secondly, 

any surplus energy is used for the purpose of hydrogen generation, where it undergoes conversion through 

the process of electrolysis. The algorithm of the operating system consists of a set of functions, which are 

enumerated below: 

- 𝐼𝑓, 𝑝𝑅𝑒 𝑛(𝑡) =
𝑝𝑙𝑜𝑎𝑑(𝑡)

𝜂𝑖𝑛𝑣
, The aggregate power produced by the inverter via the use of sustainable energy 

sources is then integrated with the electrical loads. 

- 𝐼𝑓, 𝑝𝑟𝑒𝑛(𝑡) >
𝑝𝑙𝑜𝑎𝑑(𝑡)

𝜂𝑖𝑛𝑣
, The power that is introduced subsequently produces the designated power of the 

electrolyte and any surplus power is subsequently transformed into electrolyte. 

- 𝐼𝑓, 𝑝𝑅𝑒 𝑛(𝑡) <
𝑃𝐿𝑜𝑎𝑑(𝑡)

𝜂𝑖𝑛𝑣
 The power deficit is then allocated by the fuel cell. In the event that the distributed 

power above the rated power of the fuel cell, the distribution is not extended via the use of hydrogen. This 

concept may be further applied to the phenomenon of load loss. 

 

3.5.  System reliability determination model 

In this part, we will discuss the impact of PV systems, WT, and DC/AC converters on the overall 

system. The probability of each state is estimated based on the dual distribution function. The (12) represents 

the chance of transitioning between states. 
 

𝐹𝑟𝑒𝑛(𝜂𝑤𝑡
𝐹𝑎𝑖𝑙 . 𝜂𝑝𝑣

𝐹𝑎𝑖𝑙) = [(
𝑛𝑤𝑡

𝜂𝑤𝑡
𝐹𝑎𝑖𝑙) × 𝑔𝑤𝑡

𝑛|𝑤𝑡−𝜂𝑤𝑡
𝐹𝑎𝑖𝑙

× (1 − 𝑔𝑤𝑡)𝜂𝑤𝑡
𝐹𝑎𝑖𝑙

]  
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× [(
𝑛𝑝𝑣

𝜂𝑝𝑣
𝐹𝑎𝑖𝑙) × 𝑔𝑝𝑣

𝑛𝑝𝑣−𝜂𝑝𝑣
𝐹𝑎𝑖𝑙

× (1 − 𝑔𝑝𝑣)
𝜂𝑝𝑣

𝐹𝑎𝑖𝑙

] (12) 

 

The evaluation of the steady state dependability of the DC/AC converter is presented as (13). 
 

𝑔𝑖𝑛𝑣 =
𝑀𝑇𝑇𝐹𝑖𝑛𝑣

𝑀𝑇𝑇𝐹|𝑖𝑛𝑣+𝑀𝑇𝑇𝑅𝑖𝑛𝑣
 (13) 

 

In this context, MTTF is referred to as mean time to failure, whereas MTTR is referred to as mean time to repair. 

 

 

4. SIDE-BLOTCHED LIZARD OPTIMIZATION ALGORITHM (SBL ALGORITHM) 

Figure 4 shows the proposed building block of reliability and cost optimization of the power system 

with the SBL-MAT algorithm. Electricity consumers should ensure the power grid's stability at the lowest 

possible cost. Energy may be mostly harnessed from solar and wind sources. Renewable energy sources are 

unable to provide electricity and ensure reliable power transmission to various companies due to worries 

around system outages and environmental challenges. The cost of the electrical infrastructure is a critical 

concern. The elevated expense of the power system results in reduced consumption, thus leading to unmet 

energy requirements. Previous sections used various strategies to reduce power system costs and enhance 

reliability. Nevertheless, the approach would not get us to the location necessary to complete this task. This 

section presents two techniques that might enhance power system reliability and reduce associated costs. The 

methods under consideration are the multi-objective artificial tree (MAT) algorithm and the side-blotched 

lizard optimization (SBL) algorithm. The SBL-MAT algorithm is designed to optimize multiple objectives at 

once, which is crucial for managing the trade-offs between economic, environmental, and operational goals 

in renewable energy systems. 

The side-blotched lizard methodology (SBL) is an optimization method that emphasizes 

subpopulations. The objective is to ascertain the total and partial populations of lizards, while accounting for 

the gradual changes in the distribution of each morph over time. The study of lizards entails the analysis of 

three unique morphs linked to certain mating behaviors. This approach involves the analysis of three unique 

polymorphisms or subpopulations: blue, orange, and yellow lizards. It is essential to recognize that these 

subpopulations arise only after the formation of the original population. Three principles—protective, 

expanding, and sly—are used to clarify the mating behavior of each morph. The collaborative effort of the 

morphs leads to the establishment of a polymorphic population capable of sustaining balance among the 

subpopulations of each morph without diminishing the least dominant morph. The examination of these 

reptiles is vital for evaluating insular colonization and extinction, genetic bottlenecks, ecology, and other 

essential evolutionary issues. The potential effect of this mechanism is in its capacity to use the array of 

solutions for tackling multi-objective challenges. Furthermore, it may be used in practical situations to assess 

its effectiveness from many perspectives. 

 

4.1.  Steps followed in the SBL algorithm 

- Step 1: Initialization: Use (14) and (15) to set the starting lizard population. 
 

𝑋 =  1, 2, … 𝑡𝐶𝑅𝐸  (14) 
 

𝑌 =  1,2, . . . . 𝐷 (15) 
 

Where, 𝑡𝐶𝑅𝐸 is the total number of creatures or populations. 

- Step 2: Random generation: The (16) should be used to produce the monsters at random after startup. 
 

𝑆 = (

𝑆11 𝑆12 … . .
𝑆21 𝑆22 … . .
𝑆31 𝑆32 … …

) (16) 

 

- Step 3: Fitness function: Determine the healthiness of all search lizards. The evaluation of healthiness is 

based on the objective function. It is stated as (17). 
 

𝑝𝑀𝐴𝑋 = (𝑡𝑐𝑟𝑒 ∗
2

𝑝𝑠𝑢𝑏
− 𝑝𝑀𝐼𝑁) (17) 

 

- Step 4: Sub-population creation: Use (18) to generate the sub-creatures for each iteration. 
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𝑝𝐼𝑇𝐸𝑅 = 𝑈 + 𝑉∗𝑆𝑖𝑛 (𝑆 + (
𝑓

𝑝𝑆𝑈𝐵
∗ 𝐼)) (18) 

 

- Step 5: Comparison: In order to conduct a comparative analysis of lizard coloration, it is necessary to 

examine the coloration of various lizard species. 

- Step 6: Termination: The procedure will go to step 3 if the lizard's color does not match the colors of the 

other lizards. Otherwise, the process will be canceled. 
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WECS System
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D
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Figure 4. Proposed SBL-mat algorithm for reliability and cost optimization of the power system 
 

 

4.2.  Multi-objective artificial tree (MAT) optimization algorithm 

Figure 5 shows the proposed SBL-MAT algorithm for the reliability and cost optimization of the 

power system. The MAT optimization method is used to examine the organic matter conversion process from 

leaves to various tree components, as well as the construction of branches. The design variables include the 

placements of branches. Moreover, the larger branches exert dominance over the smaller branches. The 

transmission function of biological matter occurs via the production of new branches. The updating of 

branches plays a crucial part in analyzing all the functions of MAT. In this context, the cross-over and self-

evolution operator approaches have been used to modify and enhance the branches. When the branch is 

updated using the cross-over operator, there is no data exchange between the branches. When the branch is 
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updated using the self-evolution operator, it just considers its own data. Generating additional branches may 

be achieved by using (19)-(21). 
 

𝑆𝑙 = 𝑆𝐼 + 𝑅𝐴𝑁𝐷(0,1)𝑥 (𝑆𝐿𝑒𝑎𝑑𝑒𝑟 − 𝑆𝐽) 𝑥 𝐶1 (19) 
 

𝑆𝑟 = 𝑆𝐼 + 𝑅𝐴𝑁𝐷(0,1)𝑥 (𝑆𝐿𝑒𝑎𝑑𝑒𝑟 − 𝑆𝐼) 𝑥 𝐶2 (20) 
 

𝑆𝑁𝑒𝑤 = 𝑅𝐴𝑁𝐷(0,1)𝑥𝑆𝑙 + 𝑅𝐴𝑁𝐷(0,1) 𝑥 𝑆𝑟 (21) 

 

 

 
 

Figure 5. Flow chart of the MAT algorithm 

 

 

4.2.1. Parameters of the MAT algorithm 

Spread: Spread refers to how well the solutions are distributed across the Pareto front. In multi-

objective optimization, the objective is not only to find optimal solutions but also to ensure that the solutions 

are spread out over the entire range of possible trade-offs between the conflicting objectives. A good spread 

indicates that the algorithm has successfully explored a wide variety of solutions across the Pareto front, 

leading to a diverse set of non-dominated solutions. The value of the spread is given using (22). 
 

𝑠𝑝𝑟𝑒𝑎𝑑 =
∑ 𝐷(𝑃𝐼,𝑎)+∑ |𝐷(𝑆,𝑎)−𝐷̅|𝑆∄𝑎

𝑀
𝐼=1

∑ 𝐷(𝑃𝐼,𝑎)+𝑀
𝐼=1 |𝑎|𝐷̅

 (22) 

 

Where PI = equally distributed points, M = No. of branches, and D = Distance. 

Inverted generational distance (IGD): "IGD" refers to the metric used to measure the distance between 

a beginning point and an ending location. The assessment of the IGD's value may be conducted using (23). 
 

𝑖𝑔𝑑(𝑎, 𝑤) =
∑ 𝐷(𝑉,𝑎)𝑉∄𝑤

|𝑤|
 (23) 

 

Hypervolume (ℎ𝑣): The hyper volume is a metric used to evaluate the quality of a set of solutions. It 

measures the volume of the objective space dominated by a Pareto front (a set of non-dominated solutions). 

The hyper volume indicator helps compare different Pareto fronts; a larger hypervolume generally indicates 

better solutions. The ℎ𝑣 can be represented as (24). 
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ℎ𝑣 = 𝑉𝑜𝑙(∪𝑆∄𝑎 [𝐹1(𝑆), 𝑞1]𝑥[𝐹2(𝑆), 𝑞2]𝑥 … … 𝑥[𝐹𝑁(𝑆), 𝑞𝑁] (24) 
 

Where 𝑁 = Number of branches and q = reference value. The sequential procedure of the MAT algorithm is 

presented as follows: 

- Step 1: Initialization: Initialize the number of branches as (25). 

 

B={𝐵1, 𝐵2, 𝐵3 … … . 𝐵𝑁} (25) 

- Step 2: Random generation 
 

𝐵 = (

𝐵11 𝐵12 … . .
𝐵21 𝐵22 … . .
𝐵31 𝐵32 … …

) (26) 

 

- Step 3: Fitness function: The fitness value for each branch point may be determined using (27). 
 

𝐵𝐹𝐼𝑇 = 𝑅𝐴𝑁𝐷(0,1)𝑥𝐵𝑙 + 𝑅𝐴𝑁𝐷(0,1)𝑥𝐵𝑟  (27) 
 

- Step 4: Comparison: Evaluate the additional branches in light of the existing tree. 

- Step 5: Selection: The thicker of the two branches will be chosen as the non-dominant. 

- Step 6: Upgradation: With updated operators, we can keep the number of branches up to date. 

- Step 7: Termination: If the desired optimal point is not reached, the procedure resumes at step 3; 

otherwise, it ends. Figure 5 is a flowchart illustrating the MAT and SBL optimization algorithms. 

 

 

5. RESULTS AND DISCUSSIONS 

This section presents an explanation of the simulation results and a discussion pertaining to power 

system reliability and cost minimization. The proposed technique, based on the SBL-MAT, is introduced to 

enhance power system reliability and reduce costs. The effectiveness of the proposed system is then 

compared to existing systems like genetic algorithm, particle swarm optimization, chemo-taxis algorithm 

(CA) [26], cuttlefish algorithm (CFA) [27], may fly-radial basis functional neural network (MA-RBFNN) 

technique [28] and tunicate swarm algorithm (TSA) [29] and GEO algorithm [30]. 

 

5.1.  Simulation parameters and specifications 

Simulation parameters, solar PV system specifications (for a single solar panel – output of 300 W) 

(77 panels are connected to get the output of 23 kW) are shown in Table 1. The simulation parameters for the 

wind energy conversion system (3×7.5 kW WECS systems) are shown in Table 2. The simulation 

specifications for the fuel cell system are shown in Table 3. 
 

 

Table 1. Simulation parameters of solar PV system 
Parameter Values Parameter Values 

Module temperature 28 ℃ Capacitance of boost converter 0.611 μF 

No of solar cells in series 72 Inductance of boost converter 0.763 mH 

No of rows of solar cells in parallel 4 Switching frequency of PWM 100 KHz 
Output voltage 12 V Proportional gain of PI controller (KP) 0.006 

Output Power 300 W Integral gain of PI controller (KI) 7 

 

 

Table 2. Simulation parameters of WECS 
Sub-systems Specification 

Wind turbine Type Horizontal three-bladed 

 Rated power 7.5 kW 
 Rated wind speed 9 m/s 

 Rated turbine speed 1500 RPM 

Electrical generator Type Squirrel cage induction machine 
 Number of Phases 3 

 Rated voltage 250 V 

 Rated power output 7.5 kW 
 Rated speed 1500 RPM 

The VVVF drive Type Three-phase Graetz bridge 

 Rated power 10 kW 
Battery Type Lead Acid 

 Capacity 1500 AH, 600 V 
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Table 3. Specifications of fuel cell 
Type of fuel cell Electrolyte Operating level (℃) Size of stack Efficiency 

Polymer electrolyte membrane (PEM) Perfluoro sulfonic acid < 120 < 1-100 kW > 80% 

 

 

Power analysis of the suggested method is shown in Figure 6, with three systems—a PV system, a 

wind system, and a fuel cell—being examined in particular. Figure 6(a) shows that throughout the specified 

time period of 7100 hours, the power reaches its maximum value of 27 W. Figure 6(b) shows that at  

8600 hours, the power value peaks at 24 W. Within 2500 hours, the power reaches its maximum value of 15 

W, as shown in Figure 6(c). 
 

 

 
(a) 

 
(b) 

 
(c) 

 

Figure 6. Power analysis of proposed method: (a) PV system, (b) wind system, and (c) fuel cell 
 

 

Figure 7 shows the cost comparison of the suggested and existing methods. The cost of the offered 

method ranges from 0.5×107 to 1.9×107 $. Figure 7(a) shows the comparison cost of the genetic algorithm 

and particle swarm optimization approaches. The cost range of the genetic algorithm is 2.7×107 $ and the 

PSO algorithm is 2.2×107 $. Figure 7(b) compares the costs of the suggested CA methods and those already 

in use. The current CA range costs 2.5×107 $, and the recommended range is 1.9×107 $. Figure 7(c) shows 

how the new and current CFA methods compare regarding cost. The current cost range for the CFA is 

2.4×107 $ and the suggested range is 1.9×107 $. Figure 7(d) shows how the planned and current TSA 

methods compare regarding cost. The current range of TSA costs is 2.1×107 $, and the suggested range is 

1.9x107$. Figure 7(e) shows a comparison of the costs of the suggested MA-RBFNN methods and those that 

are already in use. The current cost range for MA-RBFNN is 2.0×107 $, and the suggested cost range is  

1.9×107 $. Figure 7(f) shows the comparison costs of the proposed and GEO-SN2L approaches. The existing 

approach provides a cost range of 2.1×107 $ and the proposed cost range is 1.9×107 $. 

Figure 8 shows how the proposed and current methods compare in terms of cost. The cost of the 

offered method ranges from 0.5×107 to 1.9×107 $. At 0 h, the price can be anywhere from 0.5×107 to 

1.9×107 $. At 2000 h, the price of the system is 1.7×107 $. The cost of the current method can range from 

0.3×107 to 2.5×107 $. The cost of the current method is higher than that of the proposed system. A 

comparison of the suggested technique to the current one is shown statistically in Table 1. The results of 
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conventional GA and PSO algorithms are 1.5874/1.4755, 1.4791/1.3763, and 0.5773/0.1491 for the mean, 

median, and standard deviation, respectively. The results from the CFA system are 1.0656, 0.9462, and 

0.2465 for the mean, median, and standard deviation, respectively. The TSA system obtains mean values of 

0.9641, median values of 0.9794, and standard deviation values of 0.1146. The MA-RBFNN system returns 

values of 0.9456, 0.9441, and 0.1068 for mean, median, and standard deviation, respectively. The GEO-

SN2L system gets means of 0.9145, medians of 0.9052, and standard deviations of 0.0985. The suggested 

approach obtains means and variances of 0.9241, 0.9141, and 0.1012, respectively. In this case, the proposed 

technique outperforms the existing methods. 

The suggested method's cost breakdown is shown in Figure 9, as Figure 9(a) LOEE with LOLE, 

Figure 9(b) LOEE with annual cost, and Figure 9(c) LOLE with annual cost. Figure 9(a) shows that when 

LOLE is 65 h/year, LOEE peaks at 230 MWh/year. Figure 9(b) shows that at an annual host of 3.15, LOEE 

peaks at 230. The LOEE value decreases until the yearly cost is $3.18, then holds steady at the $3.20 level 

afterward. Figure 10(a) shows that the loss of energy expectation (LOEE) registers as zero at specific points, 

precisely at LOLE values of 10, 30, 50, 70, and 90. Figures 10(b) and 10(c) demonstrate a consistent absence 

of LOEE across all possible yearly costs. 
 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

  
(e) (f) 

 

Figure 7. Cost comparison of (a) GA with PSO, (b) CA with proposed, (c) CFA with proposed,  

(d) TSA with proposed, (e) MA-RBFNN with proposed, and (f) GEO-SN2L with proposed 
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Figure 8. Cost comparison of existing and proposed approaches 
 

 

  
(a) (a) 

  
(b) (b) 

  
(c) (c) 

 

Figure 9. Cost analysis of the proposed method: 

(a) LOEE with LOLE, (b) LOEE with annual cost, 

and (c) LOLE with annual cost 

 

Figure 10. Cost analysis of the proposed method: 

(a) LOEE with LOLE, (b) LOEE with annual cost, 

and (c) LOLE with annual cost 
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Moving to Figure 11(a), it becomes evident that LOEE remains at zero until the LOLE reaches 30. 

Beyond this threshold, as the LOLE increases, the LOEE attains its maximum value of 350 at an LOLE of 

300. Transitioning to Figure 11(b), the graph indicates that LOEE reaches its peak at a cost of 3.75 per year. 

Interestingly, it then sharply declines to zero as the yearly cost escalates to 3.82 per year. In Figure 11(c), the 

maximum LOLE is depicted as 200 at a cost of 3.74 per year. Subsequently, the yearly cost increases to 3.84, 

causing the LOLE to drop to zero. These observations suggest a complex interplay between LOLE, LOEE, 

and annual costs, emphasizing the importance of understanding these dynamics for the system or process 

under consideration. 

A comparison of the suggested technique to the current one is shown statistically in Table 4. The 

results of conventional GA and PSO algorithms are 1.5874/1.4755, 1.4791/1.3763 and 0.5773/0.1491 for the 

mean, median, and standard deviation, respectively. The results from the CFA system are 1.0656, 0.9462, 

and 0.2465 for the mean, median, and standard deviation, respectively. The TSA system obtains mean values 

of 0.9641, median values of 0.9794, and standard deviation values of 0.1146. The MA-RBFNN system 

returns values of 0.9456, 0.9441, and 0.1068 for mean, median, and standard deviation, respectively. The 

GEO-SN2L system gets means of 0.9145, medians of 0.9052, and standard deviations of 0.0985. The 

suggested approach obtains means and variances of 0.9241, 0.9141, and 0.1012, respectively. In this case, the 

proposed technique outperforms the existing methods. 
 
 

 
(a) 

 
(b) 

 
(c) 

 

Figure 11. Cost analysis of proposed method: (a) LOEE with LOLE, (b) LOEE with annual cost, and  

(c) LOLE with annual cost 
 
 

Table 4. Statistical analysis of proposed and conventional techniques 
Methods Mean Median SD 

GA 1.5874 1.4791 0.5773 
PSO 1.4755 1.3763 0.1491 

CA 1.0675 0.9583 0.2988 

CFA 1.0656 0.9462 0.2465 
TSA 0.9641 0.9794 0.1146 

MA-RBFNN 0.9456 0.9441 0.1068 

GEO-SN2L 0.9241 0.9141 0.1012 

Proposed 0.9145 0.9052 0.0985 
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Table 5 provides a detailed comparison of the performance of the proposed and current methodologies 

throughout 150 trials. The conventional GA and PSO techniques have 71% and 75% accuracy rate, 66% and 

68% precision, 81% and 83% recall, and 63% and 69% specificity, respectively. The CA technique has a 78% 

accuracy rate, 71% precision, 87% recall, and 71% specificity. The CFA technique yields results of 58% 

accuracy, 58% precision, 65% recall, and 56% specificity. TSA technique achieves 87% accuracy, 99% 

precision, 92% recall, and 90% specificity. MA-RBFNN has a precision of 99.89%, accuracy of 99.82%, recall 

of 99.45%, and specificity of 99.476%. The GEO-SN2L algorithm has a precision of 99.90%, accuracy of 

99.84%, recall of 99.59%, and specificity of 99.79%. The suggested strategy can achieve 99.91 percent 

accuracy, 99.85 percent precision, 99.65 percent recall, and 99.32 percent specificity. The suggested system 

exhibits superior accuracy, precision, recall, and specificity compared to state-of-the-art methods. 

 

 

Table 5. Analysis of proposed & existing techniques for 150 No. of trials 
Methods Accuracy Precision Recall Specificity 

GA 71 66 81 63 
PSO 75 68 83 69 

CA 78 71 87 71 

CFA 78 58 65 56 
TSA 87 99 92 90 

MA-RBFNN 99.89 99.82 99.45 99.47 

GEO-SN2L 99.90 99.84 99.59 99.79 
Proposed 99.91 99.85 99.65 99.325 

 

 

6. CONCLUSION 

With a specific emphasis on renewable energy sources, this research presents the use of SBL and MAT 

approaches to optimize power system costs and reliability. Reducing production and operating costs while 

increasing power system reliability via the use of renewable energy sources is the main objective of the 

proposed strategy. The suggested approach is implemented on the MATLAB/Simulink platform, and its 

efficacy is validated. The evaluation of the suggested methodology is similar to that of the preceding methods. 

In addition, implementing the suggested methodology has resulted in a reduction of over 50% in the overall 

expenses associated with the power system. The proposed method is tested in a variety of settings, and its 

efficacy is evaluated using metrics like accuracy, recall, precision, and specificity, and compared to those of 

well-established methods like CA, CFA, TSA, MA-RBFNN, and GEO-SN2L algorithms. Results show that the 

suggested power system with the SBL-MAT algorithm achieves: i) 99.91% accuracy, 99.85% precision, 

99.65% recall, and 99.325% specificity; and ii) Reduction in power loss and improved cost optimization and 

reliability. 

As a prospective avenue for further investigation, it is recommended that the proposed methodology 

be applied to other algorithms such as HGDGEO, GJO, and GSSO. Due to the formulation and resolution of 

multi-objective optimization issues, the focus was only on two objectives: system dependability and cost. The 

challenge may be expanded to include higher goals, such as those related to system dependability, cost, 

volume, and weight. It is possible to use identical approaches for addressing the multi-objective issue in 

several domains, such as production, scheduling, marketing, assignment, transportation, and inventory. The 

spatial and temporal uncertainties are yet to be addressed, which shall be used to enhance the precision of 

modeling of the system, in both real-time and precise models. The exploration of the sharing of energy within 

this interconnected multivariate context remains a significant area of focus for future study. 
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